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Abstract

Given a discrete-time non-lattice supercritical branching random walk in Rd, we investigate its first passage
time to a shifted unit ball of a distance x from the origin, conditioned upon survival. We provide precise
asymptotics up to O(1) (tightness) for the first passage time as a function of x as x → ∞, thus resolving a
conjecture in Blanchet–Cai–Mohanty–Zhang (2024). Our proof builds on the previous analysis of Blanchet–
Cai–Mohanty–Zhang (2024) and employs a careful multi-scale analysis on the genealogy of particles within a
distance of ≍ log x near extrema of a one-dimensional branching random walk, where the cluster structure plays
a crucial role.
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1 Introduction and main contribution
We examine the first passage times of discrete-time non-lattice branching random walks in Rd. In our setting, a

branching random walk (BRW) is initiated by a single particle located at the origin 0 ∈ Rd at time n = 0. At each
time n+1, each particle at time n dies and independently reproduces its descendants according to some probability
law on the non-negative integers N0 with a mean greater than one. Each descendant then independently performs
a random walk step, collectively forming the set of particles at time n+ 1. In particular, the underlying genealogy
of the particles resembles a supercritical Galton–Watson process. The first passage time (FPT) is by definition the
first time some particle is present in a prescribed subset of Rd. We refer the readers to a more formal definition
of BRW in Section 2.2 of [43]. In this paper, we focus on the first passage times to Bx, the unit ball centered at
(x, 0, . . . , 0) ∈ Rd.

In recent years, numerous studies have focused on BRW in dimension one. Let Mn denote the maximum position
of the particles in generation n (or equivalently, at time n). The precise asymptotics of Mn and the limit behavior
near frontier have been well-studied by [1, 2, 9, 10, 22, 23, 32], along with the references therein. In particular,
under mild conditions, it is shown that there exist constants c1, c2 > 0 such that Mn = c1n − 3

2c2
log n + O(1),

where the O(1) term converges in law to a randomly shifted Gumbel distribution. We refer to [3, 40, 43] for notes
on BRW and related topics, and Section 2.1 for some selected results useful for our purpose. In terms of FPT, the
only works we are aware of are [11, 24], which characterized the law of large numbers and large deviation behavior
for the FPT of a one-dimensional BRW with a negative drift.

On the other hand, multi-dimensional BRW have been less studied. However, some of this body of work is
reported in [7, 8, 42, 45]. In particular, [7] investigated the asymptotic behavior of the maximum distance from the
origin for a spherically symmetric BRW in Rd and established a precise asymptotic (up to an O(1) factor). In this
direction, we also mention recent but earlier studies on the maximum norm of branching Brownian motion (BBM)
in Rd by [6, 26, 27, 33].

Spatial branching processes, including both BRW and BBM, have a wide spectrum of applications ranging from
ecology to modeling epidemics ([17, 28, 29, 30], among many others). More recently, motivated by problems from
polymer physics, the work [46] initiated the study of the first passage times of spatial branching processes. In
particular, it was noted therein that the precise asymptotic for the FPT of BBM follows from established results
on multi-dimensional Fisher–KPP equations with boundary value conditions ([16, 19, 39]). The follow-up work [8]
further investigated the FPT of BRW and obtained partial results. For the spherically symmetric case, they provide
asymptotics up to O(log log x) using a particle genealogy approach. For the general case, they achieve asymptotics
up to O(log x) by analyzing random walks in cones. It was conjectured therein that the asymptotic should be
precise up to a tight O(1) factor, based on numerics and the following two pieces of theoretical evidence. First, the
FPT is exponentially concentrated around its median (Theorem 2 of [8]; see also Lemma 7 below). Second, the
analogous asymptotic holds for the BBM (Theorem 1 of [46]).

In this paper, we fully resolve the aforementioned conjecture on the FPT of BRW in Rd by obtaining the
precise asymptotic. We do not require radial symmetry of the process. Our strategy builds in part on the particle
genealogy approach in [8] but requires new probabilistic ideas and a finer multi-scale investigation of the genealogy
of the one-dimensional BRW. In the subsections below, we state precisely our main result and explain the main
ideas underlying our proof.

1.1 Statement of the main results
Consider a discrete-time BRW model with offspring distribution {pi}i⩾0, whose mean is denoted by ρ =

∑
i i pi

and we assume that ρ > 1 (the supercritical case). Recall that for x ∈ R, Bx denotes the ball of radius one centered
at (x, 0, . . . , 0) in Rd. We let Vn denote the collection (i.e. set) of particles at time step n, and {ηv,n(k)}0⩽k⩽n
denote the d-dimensional random walk that leads to v ∈ Vn. Denote by ηv,n(k) ∈ R (resp. η̂v,n(k) ∈ Rd−1) the
first coordinate (resp. last d− 1 coordinates) of ηv,n(k). We define the FPT τx of the BRW to Bx, that is,

τx := min{n ⩾ 0 : ∃ v ∈ Vn, ηv,n(n) ∈ Bx}.
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Let ξ be an Rd-valued random variable representing the increment distribution of the BRW. Denote the first
coordinate of ξ by ξ, which is a real-valued random variable. We introduce the large deviation rate function

I(x) := sup
λ>0

(
λx− log ϕξ(λ)

)
, (1)

where ϕξ(λ) := E[eλξ] is the moment generating function for ξ. Consider the following assumptions:1

(A1) the offspring distribution has a finite third moment, i.e.,
∑
j j

3 pj <∞;

(A2) the law of ξ is integrable and centered, i.e., E[ξ] = 0;

(A3) the law of ξ is spherically symmetric in Rd,2 and P(ξ = 0) < 1;

(A4) log ρ ∈ (ranI)◦, where (ranI)◦ is the interior of the range of I. In other words, there exists c1 > 0 such
that I(c1) = log ρ. It can be shown that c1 ∈ (ran(log ϕξ)

′)◦. Let c2 = I ′(c1). (The constants c1, c2 arise
naturally from the large deviations analysis of the random walk generated by the first-coordinate increment
distribution.)

Theorem 1. Assume (A1)–(A4). Conditioned upon survival, the first passage time for BRW in dimension d to
Bx satisfies

τx =
x

c1
+
d+ 2

2c1c2
log x+OP(1), (2)

where the OP(1) is tight.

Based on consensus on spatial branching processes, a natural question arises: does the aforementioned OP(1)
term converge in law? If the answer is affirmative, how can we characterize the limit law? Unfortunately, the
current techniques developed in this work do not seem sufficient to tackle this question. We leave these challenging
questions for future investigation.

Let us now proceed to the non-spherically symmetric case. Let

Î(x) := sup
λ∈Rd

(
λ · x− log ϕξ(λ)

)
= sup

λ∈Rd

(
λ · x− logE[eλ·ξ]

)
(3)

denote the large deviation rate function for ξ. We impose the following assumptions:

(A5) the law of ξ is non-lattice in the sense that for all x ∈ Rd \ {0}, |E[eix·ξ]| < 1;

(A6) log ρ ∈ (ranÎ(·,0))◦, where Î(·,0) refers to the function Î with the last d−1 variables fixed at zero; let ĉ1 > 0

satisfy Î(ĉ1,0) = log ρ, it holds (ĉ1,0) ∈ (ran∇ log ϕξ)
◦.

Denote by c2 = ∇Î((ĉ1,0)), which is the value of λ where the supremum (3) is attained at x = (ĉ1,0). The
assumption (A5) is crucial for the non-degeneracy of the dimension d of the jumps. More precisely, (A5) implies
that any projection of ξ (for instance, ξ · c2) must also be non-lattice. Both conditions are necessary for the BRW
to reach the target ball Bx. Another consequence of (A6) is that ϕξ is well-defined in a neighborhood of c2.

Theorem 2. Assume (A1), (A2), (A5), and (A6). Conditioned upon survival, the first passage time for BRW in
dimension d to Bx satisfies

τx =
x

ĉ1
+

d+ 2

2 ĉ1e1 · c2
log x+OP(1), (4)

where e1 := (1, 0, . . . , 0) ∈ Rd and the OP(1) term is tight.

The assumptions (A5) and (A6) are weaker than (A3) and (A4). Indeed, it is easy to see that (A3) implies
(A5), as a consequence of Lemma 24 of [8]; Proposition 21 therein also shows that (A3) and (A4) together imply
(A6). Consequently, Theorem 2 is more general than Theorem 1. However, in this paper, we will mainly focus on
the proof of Theorem 1. The proof of Theorem 2 is mostly verbatim, where the major changes will be pointed out
in Section 4.

1These assumptions are almost the same as those in [8], with the only exception of (A1), where we now require a finite third moment
on the reproduction law, instead of a finite second moment. This arises from purely technical reasons (see Appendix C.3).

2This means that the law of the jump ξ is invariant under any orthonormal transformation in Rd.
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Remark 1. Our first passage time is defined in terms of a shifted ball of radius one. We expect that the same
proof techniques apply to balls of oscillating radii. For instance, one may consider balls of radii r(x) centered at
(x, 0, . . . , 0), where r(x) = O(1). The upper and lower bounds for τx may be described in terms of r(x).

Remark 2. We also expect that the same technique applies to the branching Brownian motion, hence leading to a
probabilistic proof of the asymptotic behavior of the multi-dimensional Fisher–KPP equation with boundary value
conditions (as a complement of the works [16, 19]). Remarkably, our probabilistic proof does not specifically rely
on the Gaussian structure or any form of symmetry.

1.2 Outline of the proof
In the following, we write A ≪ B if there exists a constant C > 0 possibly depending on the law of the BRW

such that A ⩽ CB, and A ≍ B if A≪ B ≪ A.

Setup and main intuition. Let us assume that the BRW is spherically symmetric, and we condition upon
survival. In the spherically symmetric case, let us define

tx :=
x

c1
+
d+ 2

2c2c1
log x, (5)

which is the anticipated asymptote of the FPT τx (c.f. (2)), where we recall that I(c1) = log ρ, I ′(c1) = c2, and I
is the rate function for the first coordinate of ξ. Denote by Mn the maximum at level n of a BRW with jump ξ,
and its asymptote mn := c1n− 3

2c2
log n.

We first explain the intuition behind the asymptote (5) and the main difficulties behind the proof of Theorem
1. By inverting the expression of mn, one expects that the FPT to Hx := [x,∞)× Rd−1 is around

t(1)x :=
x

c1
+

3

2c2c1
log x.

Indeed, m
t
(1)
x

= x + O(1). As a result of the local CLT (under a change of measure and possibly under barrier

constraint; see Lemmas 9 and 14), each particle that arrives in Hx has a chance around x−
d−1
2 landing in Bx.

Suppose that we wait until the first x
d−1
2 particles hitting Hx, then on average there would be ≍ 1 particles found

in Bx. Meanwhile, it is certainly not the case that the displacements in the last d − 1 coordinates are almost
independent among the (x

d−1
2 many) frontier particles in the first coordinate, i.e., those that travel fast in the

first dimension. This is because the frontier particles may not be separated until very late, resulting in a strong
dependence between displacements in the last d− 1 coordinates. In other words, to study bounds of τx, one needs
to understand the genealogies (or the dependence structure) of the (roughly (log x)x

d−1
2 many) frontier particles

that are the fastest in the first dimension around time tx. Here, the quantity (log x)x
d−1
2 is the asymptotic of the

number of particles in Hx at time tx, which has been computed by [8]; see Lemma 6 below.

Prelude: introducing the role of clusters in the genealogy of the frontier particles. The goal of the
paragraphs in this subsection is to expose a cluster structure that is useful in our analysis. We do this by introducing
a conditional probability (see (6) below) that captures key elements in our analysis, although we do not directly
study this probability in our future development, it is useful as a device to quickly see the main ingredients that
will come in to play. As we shall discuss later, the (non-trivial) genealogy of the frontier particles is reasonably
well understood. Suppose that we condition both, on the genealogy of the BRW up to time tx and BRW but only
its projection onto the first coordinate. Consider the set T = {v ∈ Vtx : ηv,tx(tx) ∈ Hx}, which is measurable and,
by the above discussion, it has cardinality #T ≍ (log x)x

d−1
2 with high probability. Next, define the (conditioned)

locations of the particles v ∈ T in the rest d−1 dimensions, written as {Xv}v∈T := {η̂v,tx(tx)}v∈T . Recall that our
goal is to find a particle in Bx at time tx, which is, roughly speaking, equivalent to finding a particle v ∈ T such
that ∥Xv∥ ⩽ 1.3 Here and later, we use ∥·∥ to denote the Euclidean norm. We are then reduced to the following
problem (after conditioning on the genealogy and the first BRW coordinate of the frontier particles): given an
Rd−1-valued stochastic process X = {Xv}v∈T where T is a finite set, how to characterize the probability

P(∃ v ∈ T, ∥Xv∥ ⩽ 1) (6)

3This is because a non-trivial proportion of particles in T will be located in [x, x + 1/2] in the first coordinate, so we may simply
look at particles in Hx at time tx.
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up to multiplicative constants, in terms of the dependence structure of {Xv}v∈T (keep in mind that the probability
in (6) is conditional, as stated earlier, so bounds on (6) are to be understood as high-probability bounds). Intuitively,
Xv and Xw are strongly dependent if v and w are separated very late in the underlying genealogy, and vice versa.

While the problem (6) appears fundamental, we are unaware of a solution even in special cases.4 There are a
few natural ideas for upper and lower bounding the quantity (6):

A) To bound P(∃ v ∈ T, ∥Xv∥ ⩽ 1) from below, pick a subset T ′ ⊆ T such that Xv and Xw are approximately
independent for all v, w ∈ T ′, v ̸= w, and use P(∃ v ∈ T ′, ∥Xv∥ ⩽ 1) as a lower bound.

B) To bound P(∃ v ∈ T, ∥Xv∥ ⩽ 1) from above, partition T into "well-separated blocks" T1, . . . , Tm that are
approximately independent (i.e., for any v ∈ Ti, w ∈ Tj , i ̸= j, Xv and Xw are roughly independent) and
such that the "size" of each block is small (and hence for each 1 ⩽ j ⩽ m, P(∃ v ∈ Tj , ∥Xv∥ ⩽ 1) is small).5

In practice, these bounds work well if the set T has the following cluster structure: T can be partitioned into
well-separated blocks/clusters with very small sizes (for instance, consider the extreme case where {Xv}v∈T forms
an i.i.d. sequence, or an identical sequence). Obtaining a characterization of (6) for a general process {Xv}v∈T
is difficult, but is not necessary for our purpose since we are interested in the special class of processes X that
describes the genealogy of the extremal particles for a one-dimensional BRW. This highlights the importance of
understanding the cluster structure of extremal particles.

The cluster structure of extremal particles. Conditioning on the particle genealogy of those in Hx at time
tx, we effectively obtain a stochastic process {Xv}v∈T describing the displacements in the last d − 1 dimensions
of the frontier particles. In this case, we give upper and lower bounds for (6) that may not match in general, but
surprisingly, they coincide (up to multiplicative constants) with high probability. This is because of the following
nice feature of the one-dimensional BRW:

the frontier particles are most likely to be separated either
very early or very late in the underlying genealogy.

(7)

A precise formulation concerning a number of O(1) many frontier particles can be found in Theorem 4.5 of [34] in
the context of BRW, and Theorem 2.1 of [4] in the context of BBM. Loosely speaking, as n → ∞, the particles
beyond mn at time n are separated in either the first O(1) steps or the last O(1) steps with high probability. This
observation can be generalized to the study of around (log x)x

d−1
2 many frontier particles (or particles beyond x

at time tx), using an extension of Proposition 8 of [8]. For 0 ⩽ n ⩽ tx, we define the production number Pn
as the number of particles at level n that allows a descendant beyond x in the first coordinate, at time tx. For
instance, P0 = 1 and Ptx ≍ (log x)x

d−1
2 with high probability. We will prove in Proposition 8 that Pn only has

non-trivial increase on the intervals n ∈ [0, O((log x)2)] ∪ [tx − O((log x)2), tx]; see Figure 1 for an illustration. In
other words, the majority of the (roughly (log x)x

d−1
2 many) particles beyond x at time tx are either separated in

the first O((log x)2) steps or the last O((log x)2) steps with a non-trivial probability.6
The effect (7) is related to entropic repulsion, which describes the phenomenon that a typical path leading

to maximum lies well below the interpolating line in most intermediate times because those locations well below
the interpolating line are not favorable as a branching location that leads to another extremal particle. Thus,
the overwhelming majority of the leading frontier particles will exhibit the entropic repulsion phenomenon. This
means that early on in the history of the BRW, leading particles’ induced "clusters" in the genealogy start being
formed early on (within (log x)2 time), and by time tx there are roughly x(d−1)/2 many clusters7 that are well
separated in the metric of the tree generated by the genealogy. More comprehensive discussions of the leading
particles’ genealogy can be found in [4, 12, 13, 21]. However, a major difference is that these works focused on
O(1) many frontier particles of the BBM, instead of ≍ (log x)x

d−1
2 many frontier particles of the BRW. Another

technical difference is that their clusters classify all particles by the genealogical distance and are re-centered by
the maximum location in each cluster; in our case, we focus only on particles beyond a certain threshold (instead
of collecting all of them).

4A particularly interesting problem would be, for instance, assuming X is one-dimensional centered Gaussian (and hence written as
X), characterize (6) in terms of the distance dX(v, w) =

√
E[(Xv −Xw)2].

5This can be viewed as a simplified version of the generic chaining technique [41].
6Due to the nature of the second moment method we apply, we cannot conclude a with-high-probability statement. While we resolve

this issue by using the exponential concentration of the FPT (Lemma 7 below), we conjecture that such a property holds with high
probability.

7Note that this is a rather coarse approximation, each leading particle could form early on itself a random number of clusters, but
the expectation of this number is finite.
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Figure 1: Typical growth pattern of the production number Pn. The plot in the interval [(log x)2, tx − (log x)2] is
almost flat, reflecting the fact that the only non-trivial increase arises from n≪ (log x)2 or tx − n≪ (log x)2.

Turning to the picture of the process {Xv}v∈T , this suggests that the set T enjoys the cluster structure suggested
earlier. Figure 2 illustrates this phenomenon. Roughly speaking, each element in the partition of T into blocks
then corresponds to a collection of particles that do not separate until time tx − O((log x)2), or equivalently until
O((log x)2), meaning that these blocks are well-separated. As a consequence of Proposition 8, the number of such
blocks is around x

d−1
2 . By a conditional local CLT we establish below (Lemma 9), each block has a chance of

around x−
d−1
2 of having a particle located in Bx, and these events for each block are approximately independent

(a key ingredient in A)). The upper bound for τx then follows, which we elaborate on in Section 2.3.
On the other hand, turning to the block-size mentioned in B), it is nontrivial to show that the sizes of these

individual clusters are small. One can show that each cluster has size ≪ log x, most have size ≪ 1, and on average
has cardinality ≍ log x, but these pieces of information are not sufficient to conclude a matching upper bound for
(6). To proceed further, one needs the following crucial observation. There are two fundamentally different ways
to upper bound the "sizes" of individual clusters:

• The size of a cluster Tj is small if it contains very few elements (i.e., its cardinality is small). In this case, we
use the union bound to obtain

P(∃ v ∈ Tj , ∥Xv∥ ⩽ 1) ≪ x−
d−1
2 #Tj . (8)

• The size of a cluster Tj is small if its "dispersion" is small, precisely, if E[supv,w∈Tj
∥Xv −Xw∥] is small. In

this case, we expect that

P(∃ v ∈ Tj , ∥Xv∥ ⩽ 1) ≪ x−
d−1
2 E

[
sup

v,w∈Tj

∥Xv −Xw∥
]
. (9)

In summary, our goal is to show that, with high probability, the random set T exhibits the cluster structure
explained, and most of the ≍ x

d−1
2 many clusters satisfy the following: either its cardinality is small, or its dispersion

is small. Equivalently, consider the collection P of particles at time t̃x := tx − (log x)2 that lead to a descendant
beyond x at time tx (in the first coordinate). We need to show that with high probability, for most particles in
P, either each of these has very few descendants reaching x at time tx, or all of its descendants that reach x have
a very young common ancestor (so the dispersion is controlled with the help of a suitable conditional local CLT).
Achieving this goal is the most technical part of this paper. Below we attempt to sketch the intuition without going
into too many details.

Bounding the size of the clusters. The plan is to condition on an ancestor at time t̃x (as well as the first
coordinate of its location), discretize the space, and perform the following multi-step conditioning analysis of the
BRW in time [t̃x, tx]:

• Look at a particle v ∈ Vt̃x that is near the location x−m(log x)2 − ℓ, ℓ ∈ Z.

• Consider the BRW process initiated at v. Condition on the heterogeneity index h of v, defined as the age of
the latest common ancestor of all particles present in [x,∞) at time tx, in the sub-tree initiated at v. For

6



Figure 2: A typical cluster structure of the (random) set T . Consider the metric dG on T defined as the genealogical
distance of two particles v, w ∈ T (i.e., if u ∈ Vℓ is the latest common ancestor of v, w ∈ Vtx , then dG(v, w) = tx−ℓ).
Solid ellipses indicate the clusters. The set T consists of ≍ x

d−1
2 clusters that are well-separated by distances of

order ≫ x; each of the clusters has diameter ≪ (log x)2, in the metric space (T, dG). The dispersion of a cluster Ti
can be measured as its radius in the metric dG. The set T1 has a large cardinality and a large dispersion; T2 has a
small cardinality and a small dispersion; etc.

example, if only one descendant of v reaches [x,∞) at time tx, then h = 1. If none reaches, then h = 0.
Obviously, h ∈ [0, (log x)2] ∩ Z.

• Condition on the event that the location of the latest common ancestor at time tx−h is near x−mh+g, g ∈ Z.

Figure 3 below illustrates the three parameters ℓ, h, g.

Figure 3: Illustration of the parameters ℓ, h, g. Solid curves indicate the trajectories of the BRW.

More precisely, we will apply a first moment method conditionally on ℓ, and apply a union bound on h, g. In
this way, all particles v ∈ Vt̃x have been classified by the indices (ℓ, h, g). Following the above discussion, we first
consider the following three cases:

(a) If ℓ is small,8 the number of such particles v will be small. This will be shown in Proposition 10.

(b) If h is small, the size of the cluster corresponding to the particle v is small in the set T . This corresponds to
the case (9) and will be proved in Lemma 13.

(c) If g is small, the number of descendants of v reaching x at time tx is small (note that we condition on two
particles separated at time tx − h that reach x at time tx, so such a number must be positive), meaning that

8Here and below, the smallness of ℓ, g refers to having a (very) negative value, instead of having a small absolute value.
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the cardinality of the cluster corresponding to v is small. This corresponds to the case (8) and will be proved
in Lemma 29.

It remains to consider case (d): ℓ, h, g are all large. There are two sub-cases.

(d1) If ℓ, g are large and h ≈ (log x)2, this means that in the small time period [t̃x, tx− h], the trajectory travels a
distance of ℓ+ g+m(log x)2 −mh which is significantly larger than m(log x)2−h, and thus happens with a tiny
probability. This is the goal of Lemma 19.

(d2) If ℓ, g are large and h is close to neither 0 nor (log x)2, we are in a situation where the BRW initiated by
v satisfies that two descendants of v landing beyond m(log x)2 + ℓ in time (log x)2 have a common ancestor
that is neither too early nor too late. This must happen rarely, since it contradicts the philosophy (7). The
analysis is hidden in the computation of sums over h in the proofs of Lemmas 18 and 21.

Therefore, in all cases, the size of the cluster corresponding to the particle v can be controlled with high probability.
One extra technicality comes into play since the statement (7) requires removing ballot-type events where the
random walks cross a certain barrier. When applying (7) in case (d2), one needs to remove the barrier events for
each v ∈ Vt̃x within our consideration. Clearly, removing the events for all v ∈ Vt̃x is extremely costly because there
are exponentially many such particles. To overcome this issue, we remove barrier events only for those relevant
v ∈ Vt̃x . These are the particles v where the last (d − 1)-dimensional location of the latest common ancestor at
time tx − h is close enough to the origin (say within a distance of ≍ h, so that it has a sufficient chance to reach
Bx), in addition to satisfying the prescribed events. This finishes the upper bound for (6) and consequently the
desired lower bound of τx.

Finally, we remark that in addition to nailing down the precise asymptotic of the FPT, our approach naturally
leads to high probability properties of the trajectory that first realizes the FPT. We may identify the main con-
tribution to the total size of the clusters emanating from distinct values of (ℓ, h, g)—it will become apparent from
our proof that the main contribution stems from ℓ ≍ log x, h = O(1), and g = O(1). In other words, one can show
that with high probability, the trajectory that realizes the FPT satisfies:

• its location at time t̃x belongs to [mtx−(log x)2 − (log x)/ε,mtx−(log x)2 − ε log x] for some small ε > 0;

• the collection of descendants of its ancestor at time t̃x that reach Hx at time tx has a latest common ancestor
of age O(1);

• if h denotes the age of that latest common ancestor, then its location at time tx−h is around x−mh+O(1).

Notation. We typically use (possibly with subscripts) u, v, w to denote particles; P, V,W to denote collections
of particles; E,G,H,A ,B,C , . . . ,K to denote events; t, τ, h to denote time; x, g, ℓ,x,u to denote locations or
distances in Euclidean spaces; ψ, ψ̂, ψ̃, ψ to denote barrier functions. Vectors are typically denoted by bold symbols.
The notation δ > 0 (resp. L,C > 0) typically refers to a small (resp. large) constant depending on the law of the
BRW that may vary from line to line; K1,K2, . . . ,K12 denote large constants that may depend on each other (in
a permissible order) and the law of the BRW (including the underlying dimension d). Denote by 1A the indicator
of an event A. The first time a definition appears is always followed by the ":=" sign. We refer to Appendix A for
a glossary of frequently used notation and definitions throughout this paper.

Outline of the paper. Section 2 collects a few useful results on one-dimensional BRW and applies them to study
the transition in the production number Pn, concluded by Section 2.3 that proves the desired upper bound of the
FPT in Theorem 1. The proof of the corresponding lower bound takes up the entire Section 3, where we gradually
carry out the multi-step conditioning plan outlined above. Section 4 contains a sketch of the extra arguments
required for the proof of Theorem 2. Appendices B–D are devoted to several preliminary tools involving the escape
probability of BRW, ballot theorems, and a conditional local CLT.

2 Preliminary results and proof of the upper bound of FPT

2.1 Useful results for the extremal behavior of one-dimensional BRW
This section contains a few useful lemmas that are established results for one-dimensional BRW. A few other

results that need further verification will be collected in Appendix C. We assume throughout this section that the
BRW satisfies assumptions (A1)–(A4) with d = 1, except for Lemma 7.
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For β > 0 and n ∈ N, we define the barrier event

Gn,β :=
⋃
v∈Vn

⋃
0⩽k⩽n

{
ηv,n(k) ⩾

kmn

n
+ β +

6

c2
(logmin{k, n− k})+

}
, (10)

where (·)+ denotes the positive part of an extended real number and by definition (log 0)+ = (−∞)+ = 0. Let us
also define

φn,δ(i) := e−δ|i|min(
|i|
n ,1). (11)

Lemma 3 (Lemma 2.4 of [9]). There exists δ > 0 such that

P(Gn,β) ≪ βe−c2βφn,δ(β). (12)

Moreover, if τn,β denotes the smallest k such that the event Gn,β occurs, we have

P(τn,β = j) ≪ min{j, n+ 1− j}−3βe−c2βφn,δ(β).

Proof. The first claim is precisely Lemma 2.4 of [9]. The second claim is a restatement of equation (23) therein,
where the power is −3 instead of −2 because we changed the coefficient of the logarithm term in the definition (12)
of Gn,β .

Lemma 4 (Corollary 2.5 and Lemma 2.7 of [9]). There exist δ, C > 0 such that for z ⩾ 0,

P(Mn > mn + z) ⩽ C(z + 1)e−c2zφn,δ(z). (13)

Moreover, for z ⩽
√
n,

P(Mn > mn + z) ⩾
1

C
ze−c2z. (14)

In other words, (13) is tight up to constants for z ⩽
√
n.

Remark 3. The proof of (14) proceeds by first applying the simple inequality

P(Mn > mn + z) ⩾ P(∃v ∈ Vn : ηv,n(n) ∈ [z, z + 1)).

As a consequence, by slightly modifying the proof in [9], it holds that for 1 ⩽ z ⩽
√
n,

P
(
∃v ∈ Vn,

∣∣∣ηv,n(n)− (mn + z)
∣∣∣ ⩽ 1

4

)
⩾

1

C
ze−c2z. (15)

Remark 4. The estimates (12) and (13) were stated in [9] in the form

P(Mn > mn + z) ⩽ C(z + 1)e−c2ze−δ|i|min(
|i|

n log n ,1).

On the other hand, the authors of [9] remarked below the statement of Lemma 2.4 therein that (13) holds with
a slightly modified argument. We sketch the missing argument below for completeness. The only missing piece
therein is the validity of equation (20), uniformly in i < β − C

√
n instead of i < β − C

√
n log n. After a proper

change of measure using Lemma 2.2 therein, it suffices to show that for some δ > 0, P(Sk < i) ≪ e−
δ|i|2

n uniformly
in i ∈ [β − C

√
n log n, β − C

√
n] and 1 ⩽ k ⩽ n, where Sk =

∑k
j=1 ξj is partial sum of an i.i.d. sequence with

law given by the jump of the BRW. Using the Skorohod embedding theorem, we may write Sk
law
= Bτk where B is

Brownian motion and τk is a sum of k i.i.d. nonnegative random variables with a finite second moment. It then
follows that uniformly for 1 ⩽ k ⩽ n,

P(Sk < i) = P(Bτk < i) ⩽ P
(
τk ⩾

n

4δ

)
+ P

(
sup

0⩽s⩽n/(4δ)
Bs > |i|

)
≪ n−2 + e−

|i|24δ
2n ≪ e−

δ|i|2
n ,

where we have used Remark 8.3 of [25] in the second inequality and the ≪ may depend on β, δ.
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Define the collection of particles

Qn,β :=

{
v ∈ Vn : for any 0 ⩽ k ⩽ n, ηv,n(k) <

kmn

n
+ β +

6

c2
(logmin{k, n− k})+

}
.

Lemma 5 (Proposition 9 of [8]). Uniformly in x ∈ [2,
√
n],

E[#{v ∈ Qn,β : ηv,n(n) ⩾ mn − x}] ≪ β(x+ β)ec2x.

Lemma 6 (Proposition 8 of [8]). There exists L > 0 depending only on the law of the BRW such that the following
holds conditioned upon survival. Given any ε > 0, there exists C > 0 independent from n and x such that uniformly
for n large enough and for x ∈ [2,

√
n],

P (#{v ∈ Vn : ηv,n(n) ⩾ mn − x} > Cxec2x | S) < ε (16)

and

P
(
#{v ∈ Vn : ηv,n(n) ⩾ mn − x} > 1

C
xec2x | S

)
>

1

L
. (17)

The above results are closely related. For instance, Lemmas 3 and 5 together yield (16) as β(x+β)ec2x ≍β xec2x.
The proofs of Lemmas 5 and 6 are based on a "ballot theorem under a change of measure" argument, which is
standard for the study of extrema of spatial branching processes and will be frequently used in this work. We refer
to [8, 9] for further details.

The lower bound 1/L (instead of the anticipated stronger lower bound 1 − ε) of the probability in (17) is
an artifact of the second moment method. This bound solely does not suffice for proving high-probability upper
bounds of τx. To resolve this issue, the work [8] established a concentration bound for τx around its median. Let
Med(·) denote the median of a random variable.

Lemma 7 (Theorem 2 of [8]). Let τx be the first passage time to Bx for a d-dimensional BRW satisfying conditions
(A1), (A2), and (A6). There exist constants C, c > 0 independent of x such that for each y ∈ [0, x],

P (|τx −Med(τx | S)| > y | S) ⩽ Ce−cy.

2.2 Transition in the production number Pn

In this subsection, we formulate the quote (7) in the form we need using the notion of production numbers,
keeping in mind that we look at a neighborhood of length log x near extrema. Recall (5) and that the production
number Pn is defined as

Pn := #{v ∈ Vn : ∃w ∈ Vtx , w ≻ v, ηw,tx(tx) ⩾ x}, 0 ⩽ n ⩽ tx,

where w ≻ v means that particle w is a descendant of v. For our purpose, it is also useful to bound from below a
similar quantity P ′

n as Pn, defined as

P ′
n := #

{
v ∈ Vn : ∃w ∈ Vtx , w ≻ v, ηw,tx(tx) ∈ [x− 1

2
, x+

1

2
]
}
, 0 ⩽ n ⩽ tx.

Here and later, the upper and lower limits of a sum are always interpreted as integers, without loss of generality.
The main result in this subsection is the following extension of Lemma 6.

Proposition 8 (Transition in Pn). (i) For any ε > 0, there is C > 0 such that

P(Pt̃x ⩾ Cx(d−1)/2 | S) < ε.

(ii) There are L,C > 0 such that

P
(
P ′
(log x)2 ⩾

1

C
x(d−1)/2 | S

)
>

1

L
.

Remark 5. A well-known fact of supercritical branching processes is that conditioned on extinction, the lifespan has
an exponential tail. In particular, P(#Vn > 0 | Sc) = o(1) (see Theorem 13.3 of [5]). It follows that the statement
of Proposition 8 is essentially equivalent to the same statement without conditioning upon survival. The general
idea behind proving Proposition 8 is to first condition on the configuration at the time of interest (say, (log x)2),
classify the particles at such a time according to their locations (while discretizing the space), and finally evolve
these particles independently until time tx.
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Proof. In the following, we use frequently the fact that

mt̃x
= x+

d− 1

2c2
log x− c1(log x)

2 + o(1) = x−
(
m(log x)2 −

d− 1

2c2
log x+

3

c2
log log x

)
+ o(1), (18)

which follows from a direct computation.
(i) We first exclude a barrier event of arbitrarily small probability. Let ε > 0. By Lemma 3, P(Qn,β ̸= Vn) < ε/2

for some β large enough. Therefore, we may without loss of generality assume that the event {Qn,β = Vn} holds.
Define a collection of independent {0, 1}-valued random variables {δv,y}v∈Vt̃x

, y∈[0,x]∩N, independent from everything
else, and such that

P(δv,y = 1) = P(M(log x)2 ⩾ x− y).

These random variables indicate whether a particle located within the interval [y, y + 1] at time t̃x will have a
descendant beyond x at time tx (note that the evolution of the particles in time [t̃x, tx], given the configuration at
time t̃x, are independent). For u ∈ [2,

√
n] and v ∈ Vn, define the event

Hv,n(u) := {ηv,n(n) ∈ [mn − u,mn − u+ 1)}.

Now on the event {Qn,β = Vn},

Pt̃x ⪯st

mt̃x
+β∑

y=−∞

∑
v∈Vt̃x

δv,y1Hv,t̃x
(mt̃x

−y),

where ⪯st denotes stochastic dominance. We then compute

E
[
1{Qn,β=Vn}

mt̃x
+β∑

y=−∞

∑
v∈Vt̃x

δv,y1Hv,t̃x
(mt̃x

−y)

]

= ρt̃x
mt̃x

+β∑
y=−∞

P(M(log x)2 > x− y)P(Hv,t̃x
(mt̃x

− y) ∩ {Qn,β = Vn}).

Using the change of variable j = mt̃x
− y and (18), the above is equal to

∞∑
j=−β

P
(
M(log x)2 > m(log x)2 + (−d− 1

2c2
log x+ j +

3

c2
log log x)

)
× ρt̃xP(Hv,t̃x

(j) ∩ {Qn,β = Vn}).

(19)

Let C > 0 be a large constant. We divide the sum over j in (19) into various ranges:

• −β ⩽ j ⩽ d−1
2c2

log x− 3
c2

log log x. By a union bound and a large deviation estimate, the total contribution is
controlled by

d−1
2c2

log x− 3
c2

log log x∑
j=−β

ρt̃xP(Hv,t̃x
(j)) ≪

d−1
2c2

log x− 3
c2

log log x∑
j=−β

(log x)3ec2j ≪ x
d−1
2 .

• d−1
2c2

log x− 3
c2

log log x ⩽ j ⩽ C log x. By Lemmas 4 and 5, this part contributes at most

C log x∑
j= d−1

2c2
log x− 3

c2
log log x

(
− d− 1

2c2
log x+ j +

3

c2
log log x

)
e−c2(−

d−1
2c2

log x+j+ 3
c2

log log x)jec2j

≪ x
d−1
2 (log x)−3

C log x∑
j= d−1

2c2
log x− 3

c2
log log x

j
(
− d− 1

2c2
log x+ j +

3

c2
log log x

)
≪ x

d−1
2 .
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• C log x ⩽ j ⩽
√
x. Again applying Lemmas 4 and 5 leads to an upper bound of

x
d−1
2 (log x)−3

∞∑
j=C log x

je
−c2j− δj2

(log x)2 jec2j .

The sum can be bounded using an integral approximation:

∞∑
j=C log x

jφ(log x)2,δ(j)j ≪
∫ (log x)2

C log x

y2e
− δy2

(log x)2 dy +

∫ ∞

(log x)2
y2e−δydy ≪ (log x)3

∫ ∞

C

z2e−δzdz ≪ (log x)3.

Therefore, this part of the contribution gives ≪ x
d−1
2 .

• j ⩾
√
x. We directly apply the upper bound part of Cramér’s theorem along with the first moment method.

Using convexity of I, we obtain

∞∑
j=

√
x

P
(
M(log x)2 > m(log x)2 + j − d− 1

2c2
log x+

3

c2
log log x

)
ρt̃xP(Hv,t̃x

(j) ∩ {Qn,β = Vn})

≪
∞∑

j=
√
x

ρtxe
−(log x)2I(

m
(log x)2

+j− d−1
2c2

log x+ 3
c2

log log x

(log x)2
)
e
−t̃xI(

m
t̃x

−j

t̃x
)

≪
∞∑

j=
√
x

x
d−1
2 ρ(log x)

2

e
−(log x)2I(

m
(log x)2

+j− d−1
2c2

log x+ 3
c2

log log x

(log x)2
)
ec2j .

If x is large enough, then for some δ, δ′ > 0,

m(log x)2 + j − d−1
2c2

log x+ 3
c2

log log x

(log x)2
⩾ c1 + δ′ +

(c2 + δ)j

I ′(c1 + δ′)(log x)2
,

where we have used the fact that ϕξ is well-defined in a neighborhood of c2. This means

∞∑
j=

√
x

x
d−1
2 ρ(log x)

2

e
−(log x)2I(

m
(log x)2

+j− d−1
2c2

log x+ 3
c2

log log x

(log x)2
)
ec2j ≪ x

d−1
2 e(log x)

2(I(c1)−I(c1+δ′))
∞∑

j=
√
x

e−δj

≪ x
d−1
2 .

Combining the above four cases with (19), we conclude that

E
[
1{Qn,β=Vn}

mt̃x
+β∑

y=0

∑
v∈Vt̃x

δv,y1Hv,t̃x
(mt̃x

−y)

]
≪ x

d−1
2 .

The rest follows from Markov’s inequality and Remark 5.
(ii) Similarly as in (i), we define a collection of independent {0, 1}-valued random variables

{δ′v,y}v∈V(log x)2 , y∈[0,x]∩N, independent from everything else, and such that

P(δ′v,y = 1) = P
(
∃v ∈ Vt̃x , ηv,t̃x(t̃x) ∈ [x− y − 1

4
, x− y +

1

4
]
)
.

These random variables describe whether a particle located inside [y − 1
4 , y +

1
4 ] at time (log x)2 will end up with

a descendant in [x− 1
2 , x+ 1

2 ] at time tx. Define

Un :=

{
v ∈ Vn : for any 0 ⩽ k ⩽ n, ηv,n(k) <

kmn

n

}
.

For u ∈ [2,
√
n] and v ∈ Vn, define the event

H ′
v,n(u) :=

{
v ∈ Un, ηv,n(n) ∈ [mn − u− 1

4
,mn − u+

1

4
)
}
.
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It follows that, by considering particles located in [y − 1
4 , y +

1
4 ] for m(log x)2 − log x ⩽ y ⩽ m(log x)2 , y ∈ Z at time

(log x)2,

P ′
(log x)2 ⪰st

m(log x)2−
d−1
2c2

log x∑
y=m(log x)2−

d−1
c2

log x

∑
v∈V(log x)2

δ′v,y1H′
v,(log x)2

(m(log x)2−y). (20)

We apply the second moment method to give a lower bound of the right-hand side of (20). Let us emphasize that
the events H ′

v,n(u) and the random variables δ′v,y are independent. We have

E
[ m(log x)2−

d−1
2c2

log x∑
y=m(log x)2−

d−1
c2

log x

∑
v∈V(log x)2

δ′v,y1H′
v,(log x)2

(m(log x)2−y)

]

= ρ(log x)
2

m(log x)2−
d−1
2c2

log x∑
y=m(log x)2−

d−1
c2

log x

P
(
∃v ∈ Vt̃x , ηv,t̃x(t̃x) ∈ [x− y − 1

4
, x− y +

1

4
]
)
P(H ′

v,(log x)2(m(log x)2 − y)).

(21)

It follows from the same argument leading to (17) in [8] that for u ∈ [2,
√
n], ρnP(H ′

v,n(u)) ≫ uec2u. With a change
of variable j = m(log x)2 − y and applying (15) of Lemma 4 and (18), the quantity in (21) is equal to

d−1
c2

log x∑
j= d−1

2c2
log x

P
(∣∣∣Mt̃x

− (mt̃x
+ (j +

3

c2
log log x− d− 1

2c2
log x))

∣∣∣ ⩽ 1

4

)
ρ(log x)

2

P(H ′
v,(log x)2(j))

≫

d−1
c2

log x∑
j= d−1

2c2
log x

(
(j +

3

c2
log log x− d− 1

2c2
log x)e−c2(j+

3
c2

log log x− d−1
2c2

log x)
)
(jec2j)

≫ (log x)−3x
d−1
2

d−1
c2

log x∑
j= d−1

2c2
log x

(j − d− 1

2c2
log x)j

≫ x
d−1
2 .

We next compute the second moment of the right-hand side of (20). Expanding the square leads to

E
[( m(log x)2−

d−1
2c2

log x∑
y=m(log x)2−

d−1
c2

log x

∑
v∈V(log x)2

δ′v,y1H′
v,(log x)2

(m(log x)2−y)

)2]

=

(log x)2∑
s=1

ρ(log x)
2+s

m(log x)2−
d−1
2c2

log x∑
y=m(log x)2−

d−1
c2

log x

m(log x)2−
d−1
2c2

log x∑
y′=m(log x)2−

d−1
c2

log x

E[δ′v,yδ′w,y′ ]

× P(H ′
v,(log x)2(m(log x)2 − y) ∩H ′

w,(log x)2(m(log x)2 − y′)),

where v, w have genealogical distance equal to 2s. Meanwhile, applying the same argument leading to (19) in [8]
gives that

P(H ′
v,(log x)2(m(log x)2 − y) ∩H ′

w,(log x)2(m(log x)2 − y′))

≪ (m(log x)2 − y)(m(log x)2 − y′)ec2((m(log x)2−y)+(m(log x)2−y
′)).

Combining the above steps and applying (13) of Lemma 4 with the change of variables j = m(log x)2 − y, j′ =
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m(log x)2 − y′, we have

E
[( m(log x)2−

d−1
2c2

log x∑
y=m(log x)2−

d−1
c2

log x

∑
v∈V(log x)2

δ′v,y1H′
v,(log x)2

(m(log x)2−y)

)2]

≪

d−1
c2

log x∑
j= d−1

2c2
log x

d−1
c2

log x∑
j′= d−1

2c2
log x

P(Mt̃x
> mt̃x

+ (j +
3

c2
log log x− d− 1

2c2
log x))

× P(Mt̃x
> mt̃x

+ (j′ +
3

c2
log log x− d− 1

2c2
log x))jj′ec2(j+j

′)

≪ (log x)−6xd−1

d−1
c2

log x∑
j= d−1

2c2
log x

d−1
c2

log x∑
j′= d−1

2c2
log x

(j +
3

c2
log log x− d− 1

2c2
log x)(j′ +

3

c2
log log x− d− 1

2c2
log x)jj′

≪ xd−1.

We conclude with the Paley–Zygmund inequality that there exist C,L > 0 such that

P
(
P ′
(log x)2 ⩾

1

C
x(d−1)/2

)
>

1

L
.

The proof is then complete in view of Remark 5.

2.3 Proof of the upper bound of FPT

The idea is rather simple: given Proposition 8, we obtain x
d−1
2 /C many independent trajectories in the time

period [(log x)2, tx] that lead to [x − 1
2 , x + 1

2 ] at time tx. It remains to argue that each of them has roughly a
chance of x−

d−1
2 to reach B0(

1
2 ) in the last d − 1 coordinates. To justify this claim, we need a conditional local

central limit theorem, as we have already conditioned on the displacement in the first dimension of the trajectories.
The proof will be deferred to Appendix D. Let {ξi}i∈N be an i.i.d. sequence of random vectors with the same law
as ξ and consider its partial sum Sn =

∑n
i=1 ξi.

Lemma 9 (conditional local CLT). Fix a large constant L > 0. Uniformly for λ(x) = O((log x)L),

P
(
λ(x) + St̃x ∈ [x− 1

2
, x+

1

2
]×B0(

1

2
) | λ(x) + St̃x ∈ [x− 1

2
, x+

1

2
]
)
≍ x−

d−1
2 ,

where B0(
1
2 ) is the ball of radius 1/2 centered at 0 ∈ Rd−1.

Proof of the upper bound of Theorem 1. On the event {P ′
(log x)2 ⩾ 1

Cx
(d−1)/2} ∩ S, we may label particles

{vj}1⩽j⩽x(d−1)/2/C at time (log x)2 that allow for descendants {wj}1⩽j⩽x(d−1)/2/C in [x − 1
2 , x + 1

2 ] at time tx.
By a union bound and a rough large deviation estimate (recalling that η̂v,n(k) ∈ Rd−1 is the last d− 1 coordinates
of ηv,n(k)),

P(∃j ∈ {1, . . . , x(d−1)/2/C},
∥∥η̂vj ,(log x)2((log x)2)∥∥ ⩾ (log x)3) ≪ ρ(log x)

2

e−δ
′(log x)3 = o(1)

for some δ′ > 0, and hence we may without loss of generality assume that∥∥η̂wj ,tx((log x)
2)
∥∥ =

∥∥η̂vj ,(log x)2((log x)2)∥∥ ⩽ (log x)3

for all j. Let P̃ be the conditional law upon the above setting (i.e., on the event {P ′
(log x)2 ⩾ 1

Cx
(d−1)/2} ∩ S, the

configuration up to time (log x)2, and the event that ηwj ,tx(tx) ∈ [x − 1
2 , x + 1

2 ] and
∥∥η̂wj ,tx((log x)

2)
∥∥ ⩽ (log x)3

for all j). By Lemma 9, uniformly in j,

P̃
(
η̂wj ,tx(tx)− η̂wj ,tx((log x)

2) ∈ B0(
1

2
)− η̂wj ,tx((log x)

2)
)
≫ x−

d−1
2 . (22)

To prove the upper bound of τx, we show that one of the descendants of these particles {vj} realizes the FPT
with an asymptotically positive probability. It suffices then to consider the sub-event that for some j, ηwj ,tx(tx) ∈
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[x− 1
2 , x+

1
2 ]×B0(

1
2 ). Note that under the law P̃, the random variables {η̂wj ,tx(tx)− η̂wj ,tx((log x)

2)}1⩽j⩽x(d−1)/2/C

are independent. Therefore, by (22),

P
(
τx ⩽ tx | {P ′

(log x)2 ⩾
1

C
x(d−1)/2} ∩ S

)
⩾ P̃

(
∃j, η̂wj ,tx(tx)− η̂wj ,tx((log x)

2) ∈ B0(
1

2
)− η̂wj ,tx((log x)

2)
)

= 1−
∏

1⩽j⩽x(d−1)/2/C

(
1− P̃

(
η̂wj ,tx(tx)− η̂wj ,tx((log x)

2) ∈ B0(
1

2
)− η̂wj ,tx((log x)

2)
))

≫ 1−
∏

1⩽j⩽x(d−1)/2/C

(1− x−
d−1
2 ) ≫ 1

C
.

By Proposition 8,

P(τx ⩽ tx | S) ≫ 1

LC
.

Using Lemma 7, we conclude that for any ε > 0, there exists K > 0 such that

P(τx ⩾ tx +K | S) < ε.

This completes the proof.

3 Proof of the lower bound of FPT
Recall (5) and t̃x = tx − (log x)2. Let us define also x̃ := x − m(log x)2 . This section aims to prove that

τx ⩾ tx −OP(1). That is, for a fixed ε > 0, we find a lag time K > 0 such that for x large enough,

P(τx ⩽ tx −K) < ε. (23)

In all asymptotic upper bounds below, the asymptotic constant does not depend on K. We use the short-hand
notation tx,K := tx−K. We omit the conditioning on the survival event S for notational brevity in all probabilities
and expectations below.

3.1 Reducing the proof to the analysis of particles with a fixed ancestor at time t̃x

3.1.1 The key conditioning step

To prove the lower bound of τx, we follow the strategy outlined in Section 1.2: classify the particles near frontier
at time t̃x according to the locations in the first dimension, and then analyze the chances that their descendants
reach Bx at time tx,K = tx −K (local hitting probabilities). Consequently, the total hitting probability of Bx can
be bounded from above using a first moment method, by weighting the local hitting probabilities by the density of
the particles at a location near the frontier. The following proposition computes the desired weights. Let K2 be a
large constant such that P(Gt̃x,K2

) < ε/2, by Lemma 3.

Proposition 10 (density of particles at time t̃x). It holds that for ℓ ⩽ x/ log x,

E
[
#{v ∈ Vt̃x : ηv,t̃x(t̃x) ∈ [x̃− ℓ− 1, x̃− ℓ)}1G c

t̃x,K2

]
≪ ec2ℓ(log x+ ℓ+)x

d−1
2 (log x)−3.

For ℓ ⩾ x/ log x, there exists L > 0 such that

E
[
#{v ∈ Vt̃x : ηv,t̃x(t̃x) ∈ [x̃− ℓ− 1, x̃− ℓ)}1G c

t̃x,K2

]
≪ ec2ℓ(log x+ ℓ+)x

d−1
2 (log x)−3eLℓ(log x)/x.

Here, we allow the constant in ≪ to depend on K2.

Proof. We apply the "ballot theorem under a change of measure" argument similarly as done in the proof of (16)
(see Proposition 8 of [8]). Before performing the change of measure, we introduce λ̂ = I ′(mt̃x

/t̃x), which is the
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value of λ where the supremum of (1) is attained with x = mt̃x
/t̃x. By (15) of [9], it holds 0 ⩽ c2 − λ̂≪ (log x)/x.

Let Q be defined by
dP
dQ

:= e−λ̂(ηv,t̃x
(t̃x)−mt̃x

)−t̃xI(mt̃x
/t̃x) ≍ (t̃x)

3/2ρ−t̃xe−λ̂(ηv,t̃x
(t̃x)−mt̃x

). (24)

It follows that under Q, {ηv,t̃x(k) − kmt̃x
/t̃x}k=0,...,t̃x

is a mean zero random walk. The ending location of the
random walk is around x̃− ℓ, which is at a distance

mt̃x
+K2 − (x̃− ℓ) =

d− 1

2c2
log x− 3

c2
log log x+K2 + ℓ (25)

below the barrier.
We therefore have, using Lemma 2.3 of [9], (24), and (25),

E
[
#{v ∈ Vt̃x : ηv,t̃x(t̃x) ∈ [x̃− ℓ− 1, x̃− ℓ)}1G c

t̃x,K2

]
≪ ρt̃xP(ηv,t̃x(t̃x) ∈ [x̃− ℓ− 1, x̃− ℓ) ∩ G c

t̃x,K2
)

≪ (t̃x)
3/2e−λ̂(x̃−ℓ−mt̃x

)Q(ηv,t̃x(t̃x) ∈ [x̃− ℓ− 1, x̃− ℓ) ∩ G c
t̃x,K2

)

≪ K2

(
1 +

(d− 1

2c2
log x− 3

c2
log log x+K2 + ℓ

)
+

)
e−c2(x̃−ℓ−mt̃x

)eLℓ(log x)/x

≪ ec2ℓ(log x+ ℓ+)x
d−1
2 (log x)−3eLℓ(log x)/x.

The last term eLℓ(log x)/x ≪ 1 if ℓ ⩽ x/ log x. This proves the claim.

It remains to fix a particle v ∈ Vt̃x such that ηv,t̃x(t̃x) = [x̃ − ℓ − 1, x̃ − ℓ) and G c
t̃x,K2

hold (recall (12)), and
bound the probability of finding a descendant w ∈ Vtx,K

of v with ηw,tx,K
(tx,K) ∈ Bx, which is the task of the

next theorem. In the following, we use Qℓ = Qℓ,v to denote the probability measure on the BRW restricted to the
descendants of v (i.e., the sub-tree with root v and we implicitly recognize v as the common ancestor), conditioning
on ηv,t̃x(t̃x) ∈ [x̃− ℓ− 1, x̃− ℓ) and G c

t̃x,K2
.9 Let K3,K6,K8 be large constants to be determined later in the proof.

Recall (11). For future use, we consider a large constant L to be determined and define the auxiliary function

Ψ(log x)2,δ(ℓ) :=


ℓ if ℓ < log x

L ;

(log x)1/3 + ℓe
− δℓ2

(log x)2 if log x
L ⩽ ℓ ⩽ L log x log log x;

φ(log x)2,δ(ℓ) if ℓ ⩾ L log x log log x.

(26)

Next, we define the key quantity Iℓ,x according to the range of ℓ as follows: if ℓ < −K3 log log x,

Iℓ,x := (log x)2(d−1)x−
d−1
2 .

If −K3log log x ⩽ ℓ ⩽ K6 log log x,

Iℓ,x := C(ε,K)(log log x)K7(log x)x−
d−1
2 e−c2ℓ.

If ℓ > K6 log log x,

Iℓ,x := εx−
d−1
2 e−c2ℓℓφ(log x)2,δ(ℓ) + x−

d−1
2 ℓe−c2ℓφ(log x)2,δ(ℓ)(K

d−1−K8 + ℓ−K8/2(log x)2d)

+ C(ε,K)e−(c2+δ/4)ℓ(log x)3dx−
d−1
2

+ C(ε)e−c1c2K/4x−
d−1
2 e−c2ℓΨ(log x)2,δ(ℓ)

(
e
2K10

ℓ log log x

(log x)2 + (log log x)d+3ℓ−1/8e
log ℓ log log x

8ℓ

)
.

Here, C(ε), C(ε,K) are constants to be determined, which may depend also on the constants K3,K6,K8 but not
on x, ℓ.

Theorem 11 (first passage contributions of particles located in [x̃ − ℓ − 1, x̃ − ℓ) × Rd−1 at time t̃x). Let ε > 0.
Then there exist C(ε), C(ε,K) > 0 such that for all ℓ ∈ Z and x large enough,

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx) ≪ Iℓ,x.

Here, the implicit constant in ≪ may depend on K3,K6,K8 but does not depend on ε or K.

The proof of Theorem 11 is deferred till later and takes up the majority of the rest of this paper. In the next
subsection, we finish the proof of the lower bound of the first passage time τx assuming Theorem 11 holds.

9Note that the location ηv,t̃x
(t̃x) is not independent from the event G c

t̃x,K2
.
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3.1.2 Proof of the lower bound of FPT

Before proceeding to the proof, we need Lemma 22 below, which asserts that there exists K1 > 0 such that

P(∥ηv,n(n)∥ ⩾ 1 for all v ∈ Vn) ⩽ K1e
−
√
n/K1 .

In other words, it is unlikely that all particles at generation n appear outside the unit ball for n large. In this way,
we reduce the proof to finding an upper bound on P(∃w ∈ Vtx,K

, ηw,tx,K
(tx,K) ∈ Bx).

Proof of the lower bound of Theorem 1. With Lemma 22, it suffices to bound from above the probability of finding
a particle in Bx at time tx,K (because on the complement of such an event, Lemma 22 shows that the probability
that the FPT is smaller decays at least quasi-exponentially; see e.g. the proof of Theorem 1 of [46]). The first step
is to impose the global barrier constraint G c

t̃x,K2
(see (10) for its definition). We have

P(∃w ∈ Vtx,K
, ηw,tx,K

(tx,K) ∈ Bx) ⩽ P(Gt̃x,K2
) + P(∃w ∈ Vtx,K

, ηw,tx,K
(tx,K) ∈ Bx, G c

t̃x,K2
). (27)

In the following, we use w ≻ v to denote that the particle w is a descendant of v. Using the first moment method,
we have

P(∃w ∈ Vtx,K
, ηw,tx,K

(tx,K) ∈ Bx, G c
t̃x,K2

)

= P(∃ v ∈ Vt̃x , w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, G c
t̃x,K2

)

⩽ E
[
1G c

t̃x,K2

∑
v∈Vt̃x

1{∃w∈Vtx,K
,w≻v,ηw,tx,K

(tx,K)∈Bx}

]

=
∑
ℓ∈Z

E
[
E
[
1G c

t̃x,K2

∑
v∈Vt̃x

1{ηv,t̃x
(t̃x)∈[x̃−ℓ−1,x̃−ℓ)}1{∃w∈Vtx,K

,w≻v,ηw,tx,K
(tx,K)∈Bx}

| G c
t̃x,K2

, {ηv,t̃x(t̃x) ∈ [x̃− ℓ− 1, x̃− ℓ)}
]]

=
∑
ℓ∈Z

E
[
#{v ∈ Vt̃x : ηv,t̃x(t̃x) ∈ [x̃− ℓ− 1, x̃− ℓ)}1G c

t̃x,K2

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx)

]
.

Note that the inner probability is bounded by the deterministic term Iℓ,x by Theorem 11. Applying also Proposition
10, we get

P(∃w ∈ Vtx,K
, ηw,tx,K

(tx,K) ∈ Bx, G c
t̃x,K2

) ≪
∑
ℓ∈Z

E
[
#{v ∈ Vt̃x : ηv,t̃x(t̃x) ∈ [x̃− ℓ− 1, x̃− ℓ)}1G c

t̃x,K2

]
Iℓ,x

≪
∑
ℓ∈Z

(ec2ℓ(log x+ ℓ+)x
d−1
2 (log x)−3eLℓ(log x)/x)Iℓ,x.

Inserting the definition of Iℓ,x yields the following upper bound on the above quantity:∑
ℓ<−K3 log log x

(ec2ℓ(log x+ ℓ+)x
d−1
2 (log x)−3)((log x)2(d−1)x−

d−1
2 )

+
∑

−K3 log log x⩽ℓ⩽K6 log log x

(ec2ℓ(log x+ ℓ+)x
d−1
2 (log x)−3)(C(ε,K)(log log x)K7(log x)x−

d−1
2 e−c2ℓ)

+
∑

ℓ>K6 log log x

(ec2ℓ(log x+ ℓ)x
d−1
2 (log x)−3eLℓ(log x)/x)

×
(
εx−

d−1
2 e−c2ℓℓφ(log x)2,δ(ℓ) + x−

d−1
2 ℓe−c2ℓφ(log x)2,δ(ℓ)

(
Kd−1−K8 + ℓ−K8/2(log x)2d

)
+ C(ε,K)e−(c2+δ/4)ℓ(log x)3dx−

d−1
2

+ C(ε)e−c1c2K/4x−
d−1
2 e−c2ℓΨ(log x)2,δ(ℓ)

(
e
2K10

ℓ log log x

(log x)2 + (log log x)d+3ℓ−1/8e
log ℓ log log x

8ℓ

)
=: I1 + I2 + I3.

Our goal is to show that I1 + I2 + I3 can be made arbitrarily small as ε→ 0, K → ∞, and x→ ∞ (in order).
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We next estimate the sums I1, I2, I3. With K3 > 0 picked large enough, the term I1 can be controlled using

I1 ≪
∑

ℓ<−K3 log log x

ec2ℓ(log x)2(d−2) = o(1).

For I2, we have

I2 ≪ C(ε,K)(log log x)K7+1(log x)−2 = o(1),

where by convention, the o(1) term converges to 0 as x→ ∞, with rate possibly depending on ε,K.
For I3, we further decompose into two parts. First,∑

ℓ>K6 log log x

(ec2ℓ(log x+ ℓ)x
d−1
2 (log x)−3eLℓ(log x)/x)

×
(
εx−

d−1
2 e−c2ℓℓφ(log x)2,δ(ℓ) + x−

d−1
2 ℓe−c2ℓφ(log x)2,δ(ℓ)

(
Kd−1−K8 + ℓ−K8/2(log x)2d

))
= (log x)−3

∑
ℓ>K6 log log x

ℓ(log x+ ℓ)φ(log x)2,δ(ℓ)(ε+Kd−1−K8 + ℓ−K8/2(log x)2d)eLℓ(log x)/x.

With K8 picked large enough, the above is ≪ ε+o(1). Second, we have (the case ℓ ⩾ x/ log x being almost identical
as above, we remove the term eLℓ(log x)/x for brevity)∑

ℓ>K6 log log x

(ec2ℓ(log x+ ℓ)x
d−1
2 (log x)−3)×

(
C(ε,K)e−(c2+δ/4)ℓ(log x)3dx−

d−1
2

+ C(ε)e−c1c2K/4x−
d−1
2 e−c2ℓΨ(log x)2,δ(ℓ)

(
e
2K10

ℓ log log x

(log x)2 + (log log x)d+3ℓ−1/8e
log ℓ log log x

8ℓ

))
≪ C(ε,K)(log x)3d−3

∑
ℓ>K6 log log x

e−δℓ/4(log x+ ℓ)

+ C(ε)(log x)−3e−c1c2K/4
∑

ℓ>K6 log log x

(log x+ ℓ)
(
e
2K10

ℓ log log x

(log x)2 + (log log x)d+3ℓ−1/8e
log ℓ log log x

8ℓ

)
Ψ(log x)2,δ(ℓ)

≪ C(ε,K)(log x)3d−2−K6δ/5

+ C(ε)(log x)−3e−c1c2K/4
( ∑
ℓ>K6 log log x

(log x+ ℓ)Ψ(log x)2,δ(ℓ)e
2K10

ℓ log log x

(log x)2

+ (log log x)d+3
∑

ℓ>K6 log log x

ℓ−1/8(log x+ ℓ)Ψ(log x)2,δ(ℓ)e
log ℓ log log x

8ℓ

)
.

If K6 is large enough, the first term can be controlled by o(1). On the other hand, for the quantity inside the last

bracket, we apply (26) and observe that e2K10
ℓ log log x

(log x)2 ≪ 1 for ℓ≪ log x log log x, e
log ℓ log log x

8ℓ ≪ 1 for ℓ≫ log x, and
e

log ℓ log log x
8ℓ ≪ ℓ1/16 for ℓ > K6 log log x and K6 picked large enough. Using standard integral approximations and
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changes of variables, we have the following upper bound:∑
ℓ>K6 log log x

(log x+ ℓ)Ψ(log x)2,δ(ℓ)e
2K10

ℓ log log x

(log x)2

+ (log log x)d+3
∑

ℓ>K6 log log x

ℓ−1/8(log x+ ℓ)Ψ(log x)2,δ(ℓ)e
log ℓ log log x

8ℓ

≪
∫ (log x)/L

K6 log log x

(log x+ y)ydy +

∫ L log x log log x

(log x)/L

(
(log x+ y)(log x)1/3 + y(log x+ y)e

− δy2

(log x)2

)
dy

+

∫ ∞

L log x log log x

φ(log x)2,δ(y)e
2K10

y log log x

(log x)2 dy

+ (log log x)d+3

(∫ (log x)/L

K6 log log x

(log x+ y)y7/8e
log y log log x

8y dy +

∫ ∞

L log x log log x

y−1/8φ(log x)2,δ(y) dy

+

∫ L log x log log x

(log x)/L

(
(log x+ y)(log x)1/3y−1/8 + y7/8(log x+ y)e

− δy2

(log x)2

)
dy

)
≪ (log x)3 + (log x)8/3 + (log log x)d+3(log x)47/16

≪ (log x)3.

Combining the estimates above, we arrive at

I3 ≪ o(1) + ε+ C(ε)e−c1c2K/4.

Altogether, we have

P(∃w ∈ Vtx,K
, ηw,tx,K

(tx,K) ∈ Bx, G c
t̃x,K2

) ≪ I1 + I2 + I3 ≪ o(1) + ε+ C(ε)e−c1c2K/4. (28)

Recall that the o(1) term may depend on ε,K but the implicit constant in ≪ does not depend on ε,K, x. Therefore,
(28) can be made arbitrarily small by picking in order ε small enough, K large enough, and then x → ∞. On the
other hand, P(Gt̃x,K2

) can be bounded using Lemma 3. Combining with (27) shows the desired lower bound (23)
of τx.

3.2 Proof of Theorem 11
The goal of this section is to prove Theorem 11. In the titles of the subsections below, the cases I, II, and III

respectively refer to the three cases: ℓ < −K3log log x, −K3log log x ⩽ ℓ ⩽ K6 log log x, and ℓ > K6 log log x.

3.2.1 Setting up stages

Recall that the law Qℓ = Qℓ,v denotes the probability on the BRW restricted to the descendants of v, conditioning
on ηv,t̃x(t̃x) = [x̃− ℓ− 1, x̃− ℓ) and G c

t̃x,K2
. Our goal is to give an upper bound for the local hitting probability

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx) (29)

for different ranges of ℓ, as a function of ℓ, x.
If we ignore the d − 1 dimensions, this is exactly the probability that BRW reaches a distance m(log x)2 + ℓ in

time (log x)2. When we add the extra dimensions, we need to condition on the extra event of the displacements
along the first coordinate of v for the previous t̃x steps. We first introduce the necessary settings required for the
proof of Theorem 11.

For a particle v ∈ Vt̃x , we define the heterogeneity index hv of v as the largest number of uncommon generations
for two descendants of v that reach Hx at time tx,K . In other words,

hv = max{h ⩾ K : ∃ v1 ∈ Vtx−h, v2, v3 ∈ Vtx,K
, v2, v3 ≻ v1 ≻ v, ηvi,tx,K

(tx,K) ⩾ x, i = 2, 3}.

It follows that hv ⩾ K and there exists a unique latest common ancestor (lca) at level tx − hv of those who reach
Hx at time tx,K . We denote that latest common ancestor by vlca. We also define the heterogeneity location gv of v
such that ηvlca,tx−hv

(tx−hv) = x+gv−mhv−K , and the multi-dimensional heterogeneity location uvlca ∈ Rd−1 of v
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such that ηvlca,tx−hv (tx−hv) = (x+ gv−mhv−K ,uvlca). Let uv ∈ Rd−1 denote the multi-dimensional location of v,
i.e., ηv,t̃x(t̃x) = (x̃− ℓ,uv). The quantities hv, gv,uv can all be viewed as random variables under Qℓ. For a vector
u = (u1, . . . , ud−1) ∈ Rd−1, we let Ru be the (d − 1)-dimensional rectangle [u1, u1 + 1) × · · · × [ud−1, ud−1 + 1).
For h = K, . . . , (log x)2, g ∈ Z, and u ∈ Zd−1, we define the events Bh = {hv = h}, Cg = {gv ∈ [g, g + 1)}, and
Du = {uvlca ∈ Ru}, Hu = {uvlca − uv ∈ Ru}. See Figure 3 for an illustration of these parameters.

Since we will partition the probability space into a union of events of the form Bh ∩Cg, it is essential to bound
the probabilities of those events under Qℓ, which is given by the next result.

Lemma 12 (size of the event Bh ∩ Cg). It holds that

Qℓ(Bh ∩ Cg) ≪ min
{
1, (|g + ℓ|+ 1)e−c2(g+ℓ+c1K/2)φ(log x)2,δ(g + ℓ)

}
min{1, ((|g|+ 1)ec2g)2}.

Proof. Let Jh,g denote the event that there exists w ∈ Vtx−h, w ≻ v, such that ηw,tx−h(tx − h) ∈ [x −mh−K +
g − 1, x −mh−K + g). In particular, the displacement of the BRW initiated by v is at least (by concavity of the
logarithm and assuming K is large enough)

m(log x)2 −mh−K + ℓ+ g ⩾ m(log x)2−h + ℓ+ g +
c1K

2
.

Let In,g denote the event that there exist two descendants in time n running above mn−g with a common ancestor
only at time 0, i.e.,

In,g :=
{
∃ v, w ∈ Vn, lca(v, w) = ∅, ηv,n(n) ⩾ mn − g, ηw,n(n) ⩾ mn − g

}
, n ∈ N, (30)

where ∅ denotes the unique particle at time zero of the BRW. For the event Bh ∩Cg to hold, the event Jh,g must
hold and if vlca denotes the latest common ancestor at time tx − h, the sub-BRW with root vlca satisfies the event
Ih−K,g. By independence of the process before and after time tx − h, Lemma 4, and Lemma 28, we conclude that

Qℓ(Bh ∩ Cg) ⩽ Qℓ(Jh,g)P(Ih−K,g)

≪ min
{
1, (|g + ℓ|+ 1)e−c2(g+ℓ+c1K/2)φ(log x)2,δ(g + ℓ)

}
min{1, ((|g|+ 1)ec2g)2},

where we have also used the fact that a probability is trivially bounded by one.

3.2.2 A uniform conditional probability bound and local hitting probabilities, I

This section aims to prove the following result that serves as a general conditional bound for (29).

Lemma 13 (uniform conditional probability bound). It holds for |ℓ| ≪ x1/3, h = K, . . . , (log x)2, and g ⩾ 0 that

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx | Bh ∩ Cg) ≪ hd−1x−
d−1
2 .

An immediate consequence of Lemma 13 is that

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx) ≪ (log x)2(d−1)x−
d−1
2 .

In particular, the estimate in Theorem 11 for ℓ < −K3 log log x holds. We need a few preparations to prove Lemma
13.

Lemma 14 (uniform local upper limit theorem). Uniformly in |ℓ| ≪ x1/3 and u ∈ Rd−1,

Qℓ(uv ∈ Ru) ≪ x−
d−1
2 .

Proof. Recall that under the law Qℓ, we condition on ηv,t̃x(t̃x) ∈ [x̃ − ℓ − 1, x̃ − ℓ) and G c
t̃x,K2

. In particular, the
latter event means that the trajectory {ηv,t̃x(k)}1⩽k⩽t̃x is bounded from above by the curve

ψ(k) :=
kmt̃x

t̃x
+K2 +

6

c2
(logmin{k, t̃x − k})+, 1 ⩽ k ⩽ t̃x.
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Denote by Eψ,x the corresponding event that Sk ⩽ ψ(k) for 1 ⩽ k ⩽ t̃x. An equivalent formulation of the statement
is that uniformly in |ℓ| ≪ x1/3 and u ∈ Rd−1,

P(St̃x ∈ [x̃− ℓ− 1, x̃− ℓ)×Ru | St̃x ∈ [x̃− ℓ− 1, x̃− ℓ), Eψ,x) ≪ x−
d−1
2 .

The left-hand side probability can be written as

P(St̃x ∈ [x̃− ℓ− 1, x̃− ℓ)×Ru | St̃x ∈ [x̃− ℓ− 1, x̃− ℓ), Eψ,x) =
P(St̃x ∈ [x̃− ℓ− 1, x̃− ℓ)×Ru, Eψ,x)

P(St̃x ∈ [x̃− ℓ− 1, x̃− ℓ), Eψ,x)
.

We next apply a change of measure argument similarly as in the proof of Proposition 10, whose notation
we follow. Consider the measure Q defined by (24). It follows that under Q, the jump ξ is i.i.d. with mean
(mt̃x

/t̃x,0) ∈ Rd, and consequently, the random walk {S̃n} := {Sn − (mt̃x
n/t̃x,0)} is centered. It follows that

P(St̃x ∈ [x̃− ℓ− 1, x̃− ℓ)×Ru, Eψ,x)

P(St̃x ∈ [x̃− ℓ− 1, x̃− ℓ), Eψ,x)
≍

(t̃x)
3/2e−λ̂(x̃−ℓ−mt̃x

)Q(St̃x ∈ [x̃− ℓ− 1, x̃− ℓ)×Ru, Eψ,x)

(t̃x)3/2e
−λ̂(x̃−ℓ−mt̃x

)Q(St̃x ∈ [x̃− ℓ− 1, x̃− ℓ), Eψ,x)

=
Q(S̃t̃x ∈ [x̃− ℓ− 1−mt̃x

, x̃− ℓ−mt̃x
)×Ru, Eψ,x)

Q(S̃t̃x ∈ [x̃− ℓ− 1−mt̃x
, x̃− ℓ−mt̃x

), Eψ,x)
,

where we note that

Eψ,x = {Sk ⩽ ψ(k) for all 1 ⩽ k ⩽ t̃x} =
{
S̃k ⩽ ψ(k)−

kmt̃x

t̃x
for all 1 ⩽ k ⩽ t̃x

}
.

Using (9) and (10) of Lemma 2.3 of [9], the denominator has the lower bound

Q(S̃t̃x ∈ [x̃− ℓ− 1−mt̃x
, x̃− ℓ−mt̃x

), Eψ,x) ≫ (x̃− ℓ−mt̃x
)x−3/2.

Similarly, by Lemma 23,

Q(S̃t̃x ∈ [x̃− ℓ− 1−mt̃x
, x̃− ℓ−mt̃x

)×Ru, Eψ,x) ≪ (x̃− ℓ−mt̃x
)x−(d+2)/2.

Note that here we allow the asymptotic constants to depend on K2. Therefore,

P(St̃x ∈ [x̃− ℓ− 1, x̃− ℓ)×Ru, Eψ,x)

P(St̃x ∈ [x̃− ℓ− 1, x̃− ℓ), Eψ,x)
≪ x−

d−1
2 ,

as desired.

Lemma 15 (uniform local upper limit theorem for an independent sum). For any x > 0, suppose that ζ1(x), ζ2(x)
are two independent random variables in Rd−1 such that the law of ζ1(x) satisfies that for any v ∈ Rd−1,

P(ζ1(x) ∈ Rv) ≪ x−
d−1
2 .

Then for any u ∈ Rd−1,
P(ζ1(x) + ζ2(x) ∈ Ru) ≪ x−

d−1
2 .

Proof. It follows from independence and elementary geometry that

P(ζ1(x) + ζ2(x) ∈ Ru) =
∑

v∈Rd−1

P(ζ1(x) ∈ Rv)P(ζ2(x) ∈ Ru −Rv)

≪ x−
d−1
2

∑
v∈Rd−1

P(ζ2(x) ∈ Ru −Rv) ≪ x−
d−1
2 .

This completes the proof.

Lemma 16 (Markov property). It holds for all ℓ, h, g that under law Qℓ,

uv
law
= uv | Bh,Cg

law
= uv | Bh,Cg, σ(uvlca − uv).
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Proof. By definition of the events, we have the following diagram of dependence:

σ(ηv,t̃x(t̃x)) F (1)

t̃x,tx,K

σ(ηv,t̃x(t̃x)) F (d−1)

t̃x,tx,K

Figure 4: Dependence relation of the σ-algebras. Arrows indicate that under the probability measure induced by
the BRW, any random variable that is measurable with respect to the object being pointed to (i.e., the head of
the arrow) can be simulated as a function of random variables measurable with respect to the object pointing
from (i.e., the tail of the arrow) along with some independent randomness. Here, F (1)

t̃x,tx,K
denotes the σ-algebra

generated by the first coordinate of the tree rooted at v, and F (d−1)

t̃x,tx,K
denotes the σ-algebra generated by the last

d− 1 coordinates of the tree rooted at v.

Note that σ(ηv,t̃x(t̃x)) is trivial under Qℓ, uv is σ(ηv,t̃x(t̃x))-measurable, Bh ∩ Cg is F (1)

t̃x,tx,K
-measurable, and

uvlca − uv is F (d−1)

t̃x,tx,K
-measurable. Therefore, on the law Qℓ, the random variable uv is independent from Bh ∩ Cg

and uvlca − uv. This finishes the proof.

Proof of Lemma 13. By the law of total probability,

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx | Bh ∩ Cg)

=
∑
u

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx | Bh ∩ Cg ∩ Du)Qℓ(Du | Bh ∩ Cg).

Our first observation is that the conditioned law of the displacements of the tree initiated at u in the other
d − 1 dimensions is equivalent to its law conditioned only on the event that the same tree initiated at vlca has at
least two completely disjoint paths starting from vlca that reach a distance of mh−K − g in time h − K (which
we denoted by Ih−K,g in (30)), since the rest of the conditioned events belong to other independent σ-algebras.10

Since g ⩾ 0, the event M (1)
h−K > mh−K − g is common, meaning that P(Ih−K,g) ≫ 1, where the implicit constant

may depend on K. By large deviation estimates for the maximum of a BRW (see Theorem 3.2 of [18] or Theorem
1.2 of [31]), we have for some c, L > 0 that

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx | Bh ∩ Cg ∩ Du)

= Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx | Ih−K,g ∩ Du)

≪ P(M (d−1)
h−K ∈ R−u |M (1)

h−K > mh−K − g)

≪ min{1, e−c(∥u∥−Lh)}.

Here and later, the conditioned event Ih−K,g refers to the event that the sub-BRW process with root vlca satisfies
the event Ih−K,g.

On the other hand, Lemma 16 implies that conditioning on Bh ∩ Cg, the random variables uv and uvlca − uv
are independent under Qℓ. By Lemmas 14 and 15, and recalling the definition of Du above Lemma 12,

Qℓ(Du | Bh ∩ Cg) ≪ x−
d−1
2 . (31)

Combining the above yields

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx | Bh ∩ Cg) ≪
∑

u∈Rd−1

min{1, e−c(∥u∥−Lh)}x−
d−1
2

≪ hd−1x−
d−1
2 ,

as desired.
10This fact will be frequently used below, such as in the proof of Lemma 18.
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3.2.3 Local barrier events, II

We define a collection of local barrier events and show that they have small total probabilities. Consider for
ℓ ⩾ −K3 log log x the collection Wℓ,h,g of particles w ∈ Vtx−h, w ≻ v such that the event Bh ∩ Cg holds and
∥η̂w,tx−h(tx − h)∥ ≪ h. Intuitively, these are the possible particles that can serve as the latest common ancestor
vlca. By Lemma 12 and (31), the number of such particles (under the global barrier event G c

t̃x,K2
) has an expectation

EQℓ

[
#Wℓ,h,g1G c

t̃x,K2

]
≪ min

{
1, (|g + ℓ|+ 1)e−c2(g+ℓ)φ(log x)2,δ(g + ℓ)

}
min{1, ((|g|+ 1)ec2g)2}hd−1x−

d−1
2 . (32)

For w ∈Wℓ,h,g, we constrain the BRW initiated from w, in time k ∈ [tx − h, tx,K ], by the barrier

ψ̂g,h(k) := x−mh−K + g + L log h+
k − (tx − h)

h−K
mh−K +

4

c2
(logmin{k − (tx − h), tx,K − k})+,

tx − h ⩽ k ⩽ tx,K .

(33)

With L picked large enough, it follows from Lemma 3 that each local ballot probability is ≪ εh−3d. This in
particular means that L may depend on ε, and hence in the estimates below involving the barrier (33), the
asymptotic constants may depend on ε. We state this dependence implicitly in Lemmas 18 and 21 but omit it in
their proofs for simplicity. Using (32), the total local ballot probability then has an expectation

(log x)2∑
h=K

∑
g∈Z

(εh−3d)min
{
1, (|g + ℓ|+ 1)e−c2(g+ℓ)φ(log x)2,δ(g + ℓ)

}
min{1, ((|g|+ 1)ec2g)2}hd−1x−

d−1
2

≪ εx−
d−1
2 e−c2ℓ

(log x)2∑
h=K

∑
g∈Z

h−2d(|g + ℓ|+ 1)e−c2gφ(log x)2,δ(g + ℓ)min{1, ((|g|+ 1)ec2g)2}

≪ εx−
d−1
2 e−c2ℓ

∑
g∈Z

(|g + ℓ|+ 1)e−c2gφ(log x)2,δ(g + ℓ)min{1, ((|g|+ 1)ec2g)2}

≪ εx−
d−1
2 e−c2ℓ

(∑
g⩾0

(|g + ℓ|+ 1)e−c2gφ(log x)2,δ(g + ℓ) +
∑
g<0

(|g + ℓ|+ 1)ec2gφ(log x)2,δ(g + ℓ)(|g|+ 1)2
)

≪ εx−
d−1
2 e−c2ℓ(|ℓ|+ 1)φ(log x)2,δ(ℓ).

As a summary, for the barrier event

E1,ℓ :=
⋃

K⩽h⩽(log x)2

⋃
g∈Z

⋃
w∈Vtx−h

w∈Wℓ,h,g

⋃
w′∈Vtx,K

w′≻w

⋃
tx−h⩽k⩽tx,K

{ηw′,tx,K
(k) > ψ̂g,h(k)},

(34)

it holds that

Qℓ(E1,ℓ) ≪ εx−
d−1
2 e−c2ℓ(|ℓ|+ 1)φ(log x)2,δ(ℓ). (35)

Another local barrier event to be removed from our consideration is, roughly speaking, the random walk
{ηw,tx,K

(k)}t̃x⩽k⩽tx,K
crosses a certain barrier before time tx − h. Define for some large constant K11 (to be

determined) the barrier function

ψ∗
x,K(k) := x̃+K11 log log x+

k − t̃x
(log x)2

m(log x)2 +
6

c2
(logmin{k − t̃x, tx,K − k})+, t̃x ⩽ k ⩽ tx,K (36)

and the local barrier event

E2,ℓ :=
⋃

K⩽h⩽(log x)2

(
Bh ∩

( ⋃
u∈Vtx−h

( ⋃
t̃x⩽k⩽tx−h

{ηu,tx−h(k) > ψ∗
x,K(k)}

)
∩
( ⋃
w∈Vtx,K
w≻u

{ηw,tx,K
(tx,K) ∈ Bx}

)))
.

(37)

To bound the size of E2,ℓ, define

T ∗
t̃x

:= inf
{
k ∈ [t̃x, tx,K ] : ∃u ∈ Vk, u ≻ v, ηu,k(k) ⩾ ψx,K(k)

}
.
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By Lemma 3 (with β therein given by ℓ+K11 log log x as the random walk starts from [x̃− ℓ− 1, x̃− ℓ)),

Qℓ(T ∗
t̃x

= t̃x + j) ≪ min{j, (log x)2 + 1− j}−3(ℓ+K11 log log x)e
−c2(ℓ+K11 log log x)φ(log x)2,δ(ℓ)

≪ min{j, (log x)2 + 1− j}−3(ℓ+K11 log log x)e
−c2ℓ(log x)−c2K11 .

We may then compute the total contribution in the case where the barrier is crossed for a fixed ℓ. By Lemma 13
and since the barrier event is measurable at time tx − h,

Qℓ(E2,ℓ) ⩽
(log x)2∑
h=K

Qℓ
(

Bh ∩ {T ∗
t̃x

⩽ tx − h} ∩
( ⋃
w∈Vtx,K
w≻u

{ηw,tx,K
(tx,K) ∈ Bx}

)))

≪
(log x)2∑
h=K

hd−1x−
d−1
2 (ℓ+K11 log log x)e

−c2ℓ(log x)−c2K11

(log x)2−h∑
j=1

min{j, (log x)2 + 1− j}−K8

≪ x−
d−1
2 (ℓ+K11 log log x)e

−c2ℓ(log x)2d−c2K11

≪ x−
d−1
2 e−c2ℓ,

(38)

where in the last step we picked K11 large enough and used that |ℓ| ≪ log log x. As a summary,

Qℓ(E2,ℓ) ≪ x−
d−1
2 e−c2ℓ. (39)

3.2.4 Local hitting probabilities, II

In this section, we prove an upper bound of (29) in the case −K3 log log x ⩽ ℓ ⩽ K6 log log x. Define

E ∗
ℓ := E1,ℓ ∪ E2,ℓ (40)

and
K ∗
h := Bh ∩

( ⋃
u∈Vtx−h

( ⋃
t̃x⩽k⩽tx−h

{ηu,tx−h(k) > ψ∗
x,K(k)}

)
∩
( ⋃
w∈Vtx,K
w≻u

{ηw,tx,K
(tx,K) ∈ Bx}

))
.

Note that E2,ℓ =
⋃
K⩽h⩽(log x)2 Kh, so that (E ∗

ℓ )
c ⊆ (K ∗

h )c for all K ⩽ h ⩽ (log x)2. Also define kh := (log x)2 − h.

Lemma 17 (size of the event Bh ∩Cg ∩Du ∩ (K ∗
h )c). Suppose that −K3 log log x ⩽ ℓ ⩽ K6 log log x. It holds that

uniformly for all u ∈ Rd−1, K ⩽ h ⩽ (log x)2, and g ∈ Z,

Qℓ(Bh ∩ Cg ∩ Du) ≪ x−
d−1
2 min

{
1, (|g + ℓ|+ 1)e−c2(g+ℓ)φ(log x)2,δ(g + ℓ)

}
min{1, ((|g|+ 1)ec2g)2}. (41)

Moreover, assume that kh ⩾ log x, and fix K5 > 0. If 0 ⩽ g ⩽ K5 log h,

Qℓ(Bh ∩ Cg ∩ Du ∩ (K ∗
h )c) ≪ x−

d−1
2 e−c2(ℓ+g) min{kh, h}−5/4(log log x)2e

K10(log kh)g

kh , (42)

and if g < 0,

Qℓ(Bh ∩ Cg ∩ Du ∩ (K ∗
h )c) ≪ x−

d−1
2 e−c2ℓmin{kh, h}−5/4(log log x)2(|g|+ 1)2ec2g. (43)

Proof. First, we write
Qℓ(Bh ∩ Cg ∩ Du) = Qℓ(Du | Bh ∩ Cg)Qℓ(Bh ∩ Cg).

The first probability can be controlled by (31), and the second probability by Lemma 12. Inserting these estimates
proves (41).

To prove (42) and (43), we apply the ballot theorem under a change of measure similarly as in the proof of
Proposition 10, with the barrier given by (36). The starting location of the BRW at time t̃x is x̃ − ℓ, which is of
distance ℓ+K11 log log x below the barrier ψ∗

x,K(t̃x). The end location of the BRW at time t̃x+kh is x−mh−K+g,
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which is of distance O(logmin{kh, h})− g− c1K
2 +K11 log log x below the barrier ψ∗

x,K(t̃x+ kh). Applying Lemma
2.3 of [9], if 0 ⩽ g ⩽ K5 log h,

Qℓ(Bh ∩ Cg ∩ (K ∗
h )c)

≪ ρkh(ρ−khk
3/2
h e−λ̂(x−mh−K+g−(x̃−ℓ)−mkh

))(k
−3/2
h (ℓ+K11 log log x)(logmin{kh, h}+K11 log log x))

≪ e−c2(ℓ+g) min{kh, h}−3/2(log log x)2e(c2−λ̂)(m(log x)2−mh−K−mkh
+ℓ+g).

To further bound the term e(c2−λ̂)(m(log x)2−mh−K−mkh
+ℓ+g), we recall from the proof of Proposition 10 that

c2 − λ̂ ⩽ K10(log kh)/kh for some K10 > 0. Since kh ⩾ log x → ∞ as x → ∞, we may assume that c2 − λ̂ ⩽ c2/6
by letting x be large enough. In this case,

e(c2−λ̂)(m(log x)2−mh−K−mkh
) ⩽ ec2(m(log x)2−mh−K−mkh

)/6 ≪ min{kh, h}1/4.

In addition, since kh ⩾ log x and |ℓ| ≪ log log x, we have e
K10(log kh)ℓ

kh ≪ 1. These considerations altogether lead to

Qℓ(Bh ∩ Cg ∩ (K ∗
h )c) ≪ e−c2(ℓ+g) min{kh, h}−5/4(log log x)2e

K10(log kh)(ℓ+g)

kh .

On the other hand, it follows from the same independent sum argument leading to (31) that Qℓ(Du | Bh ∩ Cg ∩
(K ∗

h )c) ≪ x−
d−1
2 . This proves (42).

If g < 0, we take advantage of the rare event that two independent descendants run distances mh−K − g for
time h−K (given by Lemma 28). Applying the same arguments as in Lemma 12 and using Lemma 2.3 of [9], we
have

Qℓ(Bh ∩ Cg ∩ (K ∗
h )c)

≪ ρkh
(
ρ−khk

3/2
h e−λ̂(x−mh−K+g−(x̃−ℓ)−mkh

)
)
(k

−3/2
h (ℓ+K11 log log x)(logmin{kh, h}+K11 log log x))(|g|+ 1)2ec2g

≪ e−c2ℓmin{kh, h}−3/2(|g|+ 1)2ec2ge(c2−λ̂)(m(log x)2−mh−K−mkh
+ℓ+g).

The rest follows similarly as the case g ⩾ 0, and we note that e
K10(log kh)g

kh ≪ 1 for g < 0.

Lemma 18 (first passage contribution). For −K3 log log x ⩽ ℓ ⩽ K6 log log x, it holds for some K7 ⩾ 0 that

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, (E
∗
ℓ )

c) ≪ C(ε,K)(log log x)K7(log x)x−
d−1
2 e−c2ℓ. (44)

Proof. In the following, the asymptotic constants in ≪ may depend on ε,K. We condition on Bh,Cg,Du and
apply the law of total probability to write

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, (E
∗
ℓ )

c)

=

(log x)2∑
h=K

∑
g∈Z

∑
u∈Zd−1

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, (E
∗
ℓ )

c | Du ∩ Cg ∩ Bh)Qℓ(Bh ∩ Cg ∩ Du).
(45)

Let us consider a large constant K5 > 0 to be determined, and separate into three cases depending on the values
of g. In the following, the asymptotic constants may depend on ε.
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Case (a): g ⩾ K5 log h. In this case, we do not condition on Du, but directly apply Lemmas 12 and 13 to get

(log x)2∑
h=K

∑
g⩾K5 log h

∑
u∈Zd−1

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, (E
∗
ℓ )

c | Du ∩ Cg ∩ Bh)Qℓ(Bh ∩ Cg ∩ Du)

=

(log x)2∑
h=K

∑
g⩾K5 log h

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, (E
∗
ℓ )

c | Cg ∩ Bh)Qℓ(Bh ∩ Cg)

≪
(log x)2∑
h=K

∑
g⩾K5 log h

(hd−1x−
d−1
2 )(min

{
1, (|g + ℓ|+ 1)e−c2(g+ℓ+c1K/2)φ(log x)2,δ(g + ℓ)

}
min{1, ((|g|+ 1)ec2g)2})

=

(log x)2∑
h=K

∑
g>K5 log h

min
{
1, (|g + ℓ|+ 1)e−c2(g+ℓ)φ(log x)2,δ(g + ℓ)

}
hd−1x−

d−1
2

⩽
(log x)2∑
h=K

(|K5 log h+ ℓ|+ 1)min
{
1, e−c2(K5 log h+ℓ)φ(log x)2,δ(K5 log h+ ℓ)

}
hd−1x−

d−1
2

≪ (log log x)e−c2ℓx−
d−1
2 φ(log x)2,δ(ℓ),

where in the last step we pick K5 large enough.
Case (b): 0 ⩽ g < K5 log h. We further split into two sub-cases. First, consider u such that ∥u∥ ⩽

√
h log h.

We first compute an upper bound for

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, (E
∗
ℓ )

c | Du ∩ Cg ∩ Bh).

Conditioned on Bh ∩ Cg, the event that ηw,tx,K
(tx,K) ∈ Bx holds implies w ≻ vlca. Denote by Bz the unit ball

centered at z ∈ Rd. By independence (see footnote 10),

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, (E
∗
ℓ )

c | Du ∩ Cg ∩ Bh)

⩽ sup
u∈Rd−1

P(∃v ∈ Vh−K , ηv,h−K(h−K) ∈ B(mh−K−g,u), (E
∗
ℓ )

c | Ih−K,g)

≪ sup
u∈Rd−1

P(∃v ∈ Vh−K , ηv,h−K(h−K) ∈ B(mh−K−g,u), (E
∗
ℓ )

c),

(46)

where the last step is because for g ⩾ 0, the event Ih−K,g that two descendants of vlca separated at first step
both reach Hx at time tx,K have a probability ≫ 1, and hence we may remove the conditioning on Ih−K,g in (46)
without changing the asymptotic upper bound. We have also abused notation by using E c

1,ℓ to denote the event
that the BRW is constrained by the barrier

k 7→ L log h+
k

h−K
mh−K +

4

c2
(logmin{k, h−K − k})+, 1 ⩽ k ⩽ h−K;

see (33). By Lemma 23 and a standard change of measure computation, we have uniformly in u ∈ Rd−1,

P(∃v ∈ Vh−K , ηv,h−K(h−K) ∈ B(mh−K−g,u), E c
1,ℓ) ≪ gec2g(log h)2(h−K + 1)−

d−1
2 .

Therefore, we arrive at

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, (E
∗
ℓ )

c | Du ∩ Cg ∩ Bh) ≪ gec2g(log h)2(h−K + 1)−
d−1
2 . (47)

Since the event (K ∗
h )c depends only on times [t̃x, t̃x+kh] once we know a descendant of the latest common ancestor

reaches Bx at time tx,K , we obtain also that

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, (E
∗
ℓ )

c | Du ∩ Cg ∩ Bh ∩ (K ∗
h )c) ≪ gec2g(log h)2(h−K + 1)−

d−1
2 .

(48)
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Fix h ∈ [(log x)2 − log x, (log x)2], i.e., kh ⩽ log x. Applying (47) and (41) of Lemma 17, we have
K5 log h∑
g=0

∑
u∈Zd−1

∥u∥⩽
√
h log h

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, (E
∗
ℓ )

c | Du ∩ Cg ∩ Bh)Qℓ(Bh ∩ Cg ∩ Du)

≪
K5 log h∑
g=0

gec2g(log h)2(h−K + 1)−
d−1
2

∑
u∈Zd−1

∥u∥⩽
√
h log h

Qℓ(Bh ∩ Cg ∩ Du)

≪
K5 log h∑
g=0

gec2g(log h)2(h−K + 1)−
d−1
2 (

√
h log h)d−1x−

d−1
2 min

{
1, (|g + ℓ|+ 1)e−c2(g+ℓ)φ(log x)2,δ(g + ℓ)

}

≪
K5 log h∑
g=0

min
{
1, (|g + ℓ|+ 1)e−c2(g+ℓ)φ(log x)2,δ(g + ℓ)

}
gec2g(log h)d+1x−

d−1
2

( h

h−K + 1

) d−1
2

.

The above quantity after summation over h is thus bounded by
(log x)2∑

h=(log x)2−log x

K5 log h∑
g=0

min
{
1, (|g + ℓ|+ 1)e−c2(g+ℓ)φ(log x)2,δ(g + ℓ)

}
gec2g(log h)d+1x−

d−1
2

( h

h−K + 1

) d−1
2

≪ (log log x)K7(log x)x−
d−1
2 min{e−c2ℓ, 1} ≪ (log log x)K7(log x)x−

d−1
2 e−c2ℓ,

(49)

where we have used an integral approximation of a sum. Next, we consider h ∈ [K, (log x)2− log x], i.e., kh ⩾ log x.
Applying (48) and (42) of Lemma 17 and using that h ⩽ (log x)2, we have

K5 log h∑
g=0

∑
u∈Zd−1

∥u∥⩽
√
h log h

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, (E
∗
ℓ )

c | Du ∩ Cg ∩ Bh ∩ (K ∗
h )c)

×Qℓ(Bh ∩ Cg ∩ Du ∩ (K ∗
h )c)

≪
K5 log h∑
g=0

gec2g(log h)2(h−K + 1)−
d−1
2

∑
u∈Zd−1

∥u∥⩽
√
h log h

x−
d−1
2 e−c2(ℓ+g) min{kh, h}−5/4(log log x)2e

K10(log kh)g

kh

≪ min{kh, h}−5/4
( h

h−K + 1

) d−1
2

x−
d−1
2 e−c2ℓ(log h)d+1(log log x)2

K5 log h∑
g=0

ge
K10(log kh)g

kh

≪ min{kh, h}−5/4x−
d−1
2 e−c2ℓ(log log x)K12 ,

where in the second step, we used that #{u ∈ Zd−1 : ∥u∥ ⩽
√
h log h} ≪ h

d−1
2 (log h)d−1. Summing over h, we

obtain
(log x)2−log x∑

h=K

min{kh, h}−5/4x−
d−1
2 e−c2ℓ(log log x)K12 ≪ K

d−1
2 x−

d−1
2 e−c2ℓ(log log x)K12 . (50)

Combining (49) and (50) yields a total contribution of at most

C(K)(log log x)K7(log x)x−
d−1
2 e−c2ℓ.

Next, we consider u with ∥u∥ >
√
h log h. In this case, using a change of measure computation (without using

ballot theorem) and a moderate deviation estimate (e.g., Theorem 3.7.1 of [14]), for some δ > 0,

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, E c
1,ℓ | Du ∩ Cg ∩ Bh)

⩽ sup
u′∈Ru

P(∃v ∈ Vh−K , ηv,h−K(h−K) ∈ B(mh−K−g,−u′), E c
1,ℓ)

≪ (h−K)3/2ec2gP(∥Sh−K∥ ⩾ ∥u∥)
≪ h3/2ec2gφh,δ(∥u∥).
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Inserting into (45), we have

(log x)2∑
h=K

K5 log h∑
g=0

∑
u∈Zd−1

∥u∥>
√
h log h

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, E c
1,ℓ | Du ∩ Cg ∩ Bh)Qℓ(Bh ∩ Cg ∩ Du)

≪
(log x)2∑
h=K

K5 log h∑
g=0

min
{
1, (|g + ℓ|+ 1)e−c2(g+ℓ)φ(log x)2,δ(g + ℓ)

}
x−

d−1
2

∞∑
k=

√
h log h

∑
u∈Zd−1

∥u∥∈[k,k+1]

h3/2ec2gφh,δ(∥u∥)

≪
(log x)2∑
h=K

K5 log h∑
g=0

(|g + ℓ|+ 1)e−c2(g+ℓ)x−
d−1
2 h3/2ec2g

∞∑
k=

√
h log h

kd−2φh,δ(k)

≪
(log x)2∑
h=K

K5 log h∑
g=0

(|g + ℓ|+ 1)e−c2ℓx−
d−1
2 h−100

≪ x−
d−1
2 e−c2ℓ(log log x)2φ(log x)2,δ(ℓ),

where we have used an integral approximation in the third step and that |ℓ| ≪ log log x implies φ(log x)2,δ(ℓ) ≫ 1
in the last step.

Case (c): g < 0. We exclude barrier events and compute the expected number of particles beyond x at time
tx,K under the barrier event and conditioned on Cg. Define the barrier event

Fh,g :=
⋃

w∈Vtx,K
w≻vlca

⋃
0⩽k⩽h−K

{
ηw,tx,K

(t̃x − h+ k)− ηw,tx,K
(t̃x − h)

⩾ L log h− g +
k

h−K
mh−K +

4

c2
(logmin{k, h−K − k})+

}
.

for the sub-tree with root vlca. Recall from (34) that on the event E c
1,ℓ, the event Fh,g cannot hold for each latest

common ancestor vlca.
In (45), the sum over u with ∥u∥ >

√
h log h can be handled similarly as the case g ⩾ 0. By Lemma 29, we

have the upper bound

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, E c
1,ℓ | Du ∩ Cg ∩ Bh) ≪ h3/2e−

δ∥u∥2
h .

Inserting into (45), we have by Lemma 17 and arguing similarly in the case g ⩾ 0,

(log x)2∑
h=K

∑
g<0

∑
u∈Zd−1

∥u∥>
√
h log h

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, E c
1,ℓ | Du ∩ Cg ∩ Bh)Qℓ(Bh ∩ Cg ∩ Du)

≪
(log x)2∑
h=K

∑
g<0

∑
u∈Zd−1

∥u∥>
√
h log h

min
{
1, (|g + ℓ|+ 1)e−c2(g+ℓ)φ(log x)2,δ(g + ℓ)

}
x−

d−1
2 (|g|+ 1)2e2c2gh3/2e−

δ∥u∥2
h

≪
(log x)2∑
h=K

∑
g<0

min
{
1, (|g + ℓ|+ 1)e−c2(g+ℓ)φ(log x)2,δ(g + ℓ)

}
x−

d−1
2 (|g|+ 1)2e2c2gh−100

≪ x−
d−1
2 e−c2ℓ

∑
g<0

(|g + ℓ|+ 1)(|g|+ 1)2φ(log x)2,δ(g + ℓ)ec2g

≪ x−
d−1
2 e−c2ℓφ(log x)2,δ(ℓ).

Note that, contrary to the case g ⩾ 0, here we do not have any constraint on the value of ℓ. The same computation
will be re-used later in the proof of Lemma 21 when considering ℓ > K6 log log x.
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Let us now consider u with ∥u∥ ⩽
√
h log h. Using independence (see footnote 10), the first probability on the

right-hand side of (45) can be controlled by (similar consideration as the case g ⩾ 0)

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, F c
h,g | Du ∩ Cg ∩ Bh)

⩽ sup
u′∈Ru

Qℓ(∃w ∈ Vtx,K
, w ≻ vlca, ηw,tx,K

(tx,K)− ηw,tx,K
(tx − h) ∈ Bx − (x−mh−K + g,u′), F c

h,g | Ih−K,g).

Therefore, by Lemma 29,

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, F c
h,g | Du ∩ Cg ∩ Bh) ≪ (log h)2(h−K + 1)−

d−1
2 . (51)

Similarly as in (48), we also have

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, F c
h,g | Du ∩ Cg ∩ Bh ∩ (K ∗

h )c) ≪ (log h)2(h−K + 1)−
d−1
2 . (52)

We then apply (51) and (41) of Lemma 17 to get for (log x)2 − log x ⩽ h ⩽ (log x)2,

(log x)2∑
h=(log x)2−log x

∑
g<0

∑
u∈Zd−1

∥u∥⩽
√
h log h

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, E c
1,ℓ | Du ∩ Cg ∩ Bh)

×Qℓ(Bh ∩ Cg ∩ Du)

≪
(log x)2∑

h=(log x)2−log x

∑
g<0

∑
u∈Zd−1

∥u∥⩽
√
h log h

(log h)2(h−K + 1)−
d−1
2 x−

d−1
2 |g + ℓ|(|g|+ 1)2ec2g−c2ℓφ(log x)2,δ(g + ℓ)

≪ x−
d−1
2 e−c2ℓ

(log x)2∑
h=(log x)2−log x

∑
g<0

(log h)d+1|g + ℓ|(|g|+ 1)2ec2gφ(log x)2,δ(g + ℓ)
( h

h−K + 1

) d−1
2

≪ x−
d−1
2 (|ℓ|+ 1)e−c2ℓ(log x)(log log x)d+4,

where in the second step, we used that #{u ∈ Zd−1 : ∥u∥ ⩽
√
h log h} ≪ h

d−1
2 (log h)d−1. For K ⩽ h ⩽

(log x)2 − log x, we apply (52) and (43) of Lemma 17 to get

(log x)2−log x∑
h=K

∑
g<0

∑
u∈Zd−1

∥u∥⩽
√
h log h

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, (E
∗
ℓ )

c | Du ∩ Cg ∩ Bh ∩ (K ∗
h )c)

×Qℓ(Bh ∩ Cg ∩ Du ∩ (K ∗
h )c)

≪
(log x)2−log x∑

h=K

∑
g<0

∑
u∈Zd−1

∥u∥⩽
√
h log h

(log h)2(h−K + 1)−
d−1
2 x−

d−1
2 e−c2ℓmin{kh, h}−5/4(log log x)2(|g|+ 1)2ec2ge

K10(log kh)g

kh

≪
(log x)2−log x∑

h=K

min{kh, h}−5/4K
d−1
2 x−

d−1
2 e−c2ℓ(log log x)K12

≪ x−
d−1
2 e−c2ℓ(log log x)K12 .

In total, we have a contribution of

C(K)x−
d−1
2 e−c2ℓ(log x)(log log x)d+4.

In summary, using that −K3 log log x ⩽ ℓ ⩽ K6 log log x implies |ℓ| ≪ log log x and that φ(log x)2,δ(ℓ) ≪ 1, we
conclude the following upper bound of (45):

C(K)(log log x)K7(log x)x−
d−1
2 e−c2ℓ.

The proof is then complete.

Remark 6. The reason we restrict to ℓ ⩽ K6 log log x is that after multiplying the first passage contribution by
the particle density from Proposition 10 and summing over ℓ, the log log x power term in (44) will explode. In the
following two subsections, we deal with the other case ℓ > K6 log log x.
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3.2.5 Local barrier events, III

For the case ℓ > K6 log log x, we need to adjust the local barrier events in (40). Before this, we remove one
more event that the heterogeneity index is close to (log x)2 and g is small simultaneously. Let K9 > 0 be a large
constant to be determined. Define the event

E3,ℓ :=

( ⋃
g⩾−ℓ/K4

Cg

)
∩
( ⋃

(log x)2−K9ℓ⩽h⩽(log x)2

Bh

)
=

{
gv ⩾ − ℓ

K4

}
∩
{
hv ⩾ (log x)2 −K9ℓ

}
, (53)

where K4 > 0 is a large constant to be determined.

Lemma 19 (Removing the event E3,ℓ). It holds that for some δ > 0 and all ℓ > K6 log log x,

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx,E3,ℓ) ≪ e−(c2+δ/4)ℓ(log x)2(d−1)x−
d−1
2 .

Proof. We first need an improvement upon Lemma 12. For (log x)2−K9ℓ ⩽ h ⩽ (log x)2, we have by independence
that

Qℓ(Bh ∩ Cg) ⩽ P(M(log x)2−h > g −mh−K +m(log x)2 + ℓ) ⩽ P(M(log x)2−h > m(log x)2−h + g + ℓ). (54)

Since (log x)2 −K9ℓ ⩽ h, g ⩾ −ℓ/K4, and ℓ > K6 log log x, we have uniformly,

rg,h,ℓ,x :=
m(log x)2−h + g + ℓ

(log x)2 − h
⩾
c1K9ℓ− 3

c2
log log x+ (1−K−1

4 )ℓ

K9ℓ
⩾ c1 + δ0

for some δ0 > 0 and all K4,K6 picked large enough (say, uniformly for all K4 > 2 and K6 > 10/c2). Note
that I is strictly convex in a neighborhood of c1, which follows from Theorem 26.3 of [38] since (A4) implies
that ξ has exponential moments in a neighborhood of c2 and hence log ϕξ is smooth in a neighborhood of c2.
Consequently, I(rg,h,ℓ,x) − I(c1) ⩾ (c2 + δ1)(rg,h,ℓ,x − c1) for some δ1 > 0. Let us pick ε0 > 0 small enough such
that (c2 + δ1)(1− ε0) ⩾ c2 + δ for some δ > 0. Then, with K4,K6 picked large enough depending on ε0,

rg,h,ℓ,x =
m(log x)2−h + g + ℓ

(log x)2 − h
⩾ c1 +

g + ℓ− 3
c2

log log x

(log x)2 − h
⩾ c1 +

(1− ε0)(g + ℓ)

(log x)2 − h
.

It follows that
I(rg,h,ℓ,x)− I(c1) ⩾ (c2 + δ1)(rg,h,ℓ,x − c1) ⩾

(c2 + δ)(g + ℓ)

(log x)2 − h
.

Consequently, by Cramér’s large deviation upper bound and the union bound, for some δ > 0,

P(M(log x)2−h > m(log x)2−h + g + ℓ) ≪ ρ(log x)
2−hP(S(log x)2−h > m(log x)2−h + g + ℓ)

≪ e−((log x)2−h)(I(rg,h,ℓ,x)−I(c1)) ⩽ e−(c2+δ)(g+ℓ).

By (54), we then arrive at

Qℓ(Bh ∩ Cg) ⩽ P(M(log x)2−h > m(log x)2−h + g + ℓ) ⩽ e−(c2+δ)(g+ℓ). (55)

By Lemma 13 and (55), with K4 picked large enough,11

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, E3,ℓ)

⩽
(log x)2∑

h=(log x)2−K9ℓ

∑
g⩾−ℓ/K4

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, E3,ℓ | Cg ∩ Bh)Qℓ(Bh ∩ Cg)

≪
(log x)2∑

h=(log x)2−K9ℓ

∑
g⩾−ℓ/K4

(log x)2(d−1)e−(c2+δ)(g+ℓ)x−
d−1
2

≪ e−(c2+δ/4)ℓ(log x)2(d−1)x−
d−1
2 .

This finishes the proof.
11Here we omit the case |ℓ| ≫ x1/3, in which case the first passage probabilities decay exponentially in ℓ if ℓ ≫ x1/3, and can be

trivially bounded by 1 if ℓ ≪ −x1/3.
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On the event E c
3,ℓ, we may adjust the barrier event E2,ℓ as follows. Define for some large constant K8 the

following barrier function

ψx,K(k) := x̃+
k − t̃x
(log x)2

m(log x)2 +
2K8

c2
(logmin{k − t̃x, tx,K − k})+, t̃x ⩽ k ⩽ tx,K (56)

and the local barrier event

E4,ℓ :=
⋃

K⩽h⩽(log x)2−K9ℓ

(
Bh ∩

( ⋃
u∈Vtx−h

( ⋃
t̃x⩽k⩽tx−h

{ηu,tx−h(k) > ψx,K(k)}
)
∩
( ⋃
w∈Vtx,K
w≻u

{ηw,tx,K
(tx,K) ∈ Bx}

)))
.

(57)

The following considerations are similar to Section 3.2.3, with a different range of ℓ. To bound the size of E4,ℓ,
define

Tt̃x := inf
{
k ∈ [t̃x, tx,K ] : ∃u ∈ Vk, u ≻ v, ηu,k(k) ⩾ ψx,K(k)

}
.

By Lemma 3 (with β therein given by ℓ as the random walk starts from [x̃ − ℓ − 1, x̃ − ℓ), and coefficient of log
replaced by 2K8/c2),

Qℓ(Tt̃x = t̃x + j) ≪ min{j, (log x)2 + 1− j}−K8ℓe−c2ℓφ(log x)2,δ(ℓ).

We may then calculate the total contribution in the case where the barrier is crossed for a fixed ℓ, on the event
g ⩾ −ℓ/K4 (and hence h ⩽ (log x)2 −K9ℓ since we excluded the event E3,ℓ). By Lemma 13 and since the barrier
event is measurable at time tx − h,

Qℓ(E4,ℓ ∩ E c
3,ℓ) ⩽

(log x)2−K9ℓ∑
h=K

Qℓ
(

Bh ∩ {Tt̃x ⩽ tx − h} ∩
( ⋃
w∈Vtx,K
w≻u

{ηw,tx,K
(tx,K) ∈ Bx}

)))

≪
(log x)2−K9ℓ∑

h=K

hd−1x−
d−1
2 ℓe−c2ℓφ(log x)2,δ(ℓ)

(log x)2−h∑
j=K9ℓ

min{j, (log x)2 + 1− j}−K8

≪ x−
d−1
2 ℓe−c2ℓφ(log x)2,δ(ℓ)

(log x)2−K9ℓ∑
h=K

hd−1 max{ℓ−K8/2, h−K8}

≪ x−
d−1
2 ℓe−c2ℓφ(log x)2,δ(ℓ)

(
Kd−1−K8 + ℓ−K8/2(log x)2d

)
.

(58)

3.2.6 Local hitting probabilities, III

In this section, we prove an upper bound of (29) in the case ℓ > K6 log log x. The main improvement compared
to Lemma 18 stems from an improvement of Lemma 17, after removing the (unlikely) barrier event E4,ℓ up to time
tx − h defined in (57). Here and later, we denote by

Eℓ := E1,ℓ ∪ E3,ℓ ∪ E4,ℓ (59)

and
Kh := Bh ∩

( ⋃
u∈Vtx−h

( ⋃
t̃x⩽k⩽tx−h

{ηu,tx−h(k) > ψx,K(k)}
)
∩
( ⋃
w∈Vtx,K
w≻u

{ηw,tx,K
(tx,K) ∈ Bx}

))
.

Note that E4,ℓ =
⋃
K⩽h⩽(log x)2−K9ℓ

Kh, so that E c
ℓ ⊆ K c

h for all k ⩽ h ⩽ (log x)2 −K9ℓ.
By the same independent sum argument leading to (31), it is not hard to see that

Qℓ(Du | Bh ∩ Cg ∩ K c
h ) ≪ x−

d−1
2 . (60)

In view of the upper bounds in Lemmas 26 and 27 below (which we will apply with ε = 1/3), we fix a large constant
L > 0 and define the following auxiliary function

Φn,δ(x, y) :=

{
xyn−3/2 if 0 ⩽ y <

√
n
L ;

min{xn−4/3 + xyn−3/2e−
δy2

n , φn,δ(y)} if y ⩾
√
n
L ,

(61)

where x ∈ [0, O(n1/6)]. The function Φn,δ(x, y) serves as asymptotic upper bounds of ballot probabilities. Recall
also the short-hand notation kh = (log x)2 − h.
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Lemma 20 (size of the event Bh ∩ Cg ∩ K c
h ). Assume that ℓ > K6 log log x, kh = (log x)2 − h ⩾ K9ℓ, and

g ⩾ max{−ℓ/K4,−k1/6h }. If g ⩾ 0,

Qℓ(Bh ∩ Cg ∩ K c
h ) ≪ e−c2(ℓ+g) min{kh, h}−5/4k

3/2
h e−c1c2K/2Φkh,δ((logmin{kh, h} − g)+, ℓ)e

K10(log kh)(ℓ+g)

kh . (62)

If g < 0,

Qℓ(Bh ∩ Cg ∩ K c
h ) ≪ e−c2ℓmin{kh, h}−5/4k

3/2
h (|g|+ 1)2ec2ge−c1c2K/2

× Φkh,δ((logmin{kh, h} − g)+, ℓ)e
K10(log kh)(ℓ+g)

kh .
(63)

On the other hand, in the case where −ℓ/K4 < −k1/6h , we have for g ∈ [−ℓ/K4,−k1/6h ) that

Qℓ(Bh ∩ Cg ∩ K c
h ) ≪ e−c2ℓmin{kh, h}−5/4k

3/2
h (|g|+ 1)2ec2ge−c1c2K/2φ(log x)2,δ(ℓ)e

K10(log kh)(ℓ+g)

kh . (64)

Remark 7. It is instructive to compare Lemma 20 with Lemma 17. First, the two results are based on
different local ballot events: Lemma 17 excludes the event E1,ℓ ∪ E2,ℓ, and Lemma 20 excludes the event
E1,ℓ ∪ E3,ℓ ∪ E4,ℓ. Second, both results require a lower bound for kh, which greatly helps dealing with the ex-
tra term e(c2−λ̂)(m(log x)2−mh−K−mkh

+ℓ+g) in the ballot probabilities. Third, for the case ℓ > K6 log log x, we need
extra preciseness in controlling the ballot probabilities, since the bound used in Lemma 17 is not tight for ℓ large.
This stems from Lemmas 26 and 27 in Appendix C.2, and results in the terms involving the function Φkh,δ in
Lemma 20. The proofs are quite similar, both applying ballot upper bounds under a proper change of measure.

Proof. The barrier given by (56) starts at location x̃ = (x̃ − ℓ) + ℓ at time t̃x (where we recall x̃ = x −m(log x)2)
and ends at location

x̃+
kh

(log x)2
m(log x)2 +

2K8

c2
(logmin{kh, h})+ ⩽ x−mh−K + g + (O(logmin{kh, h})− g − c1K

2
)

at time t̃x + kh = tx − h. Note that since g ⩾ −k1/6h , we have O(logmin{kh, h}) − g − c1K/2 ≪ k
1/6
h . Define

λ̂ := I/(mkh/kh). For g ⩾ 0, the ballot upper bounds (Lemmas 26 and 27, together with Remark 9) under a
change of measure (identically as in the proof of Proposition 10) then gives

Qℓ(Bh ∩ Cg ∩ K c
h )

≪ ρkh(ρ−khk
3/2
h e−λ̂(x−mh−K+g−(x̃−ℓ)−mkh

))Φkh,δ((logmin{kh, h} − g)+, ℓ)

≪ e−c2(ℓ+g) min{kh, h}−3/2k
3/2
h e−c1c2K/2Φkh,δ((logmin{kh, h} − g)+, ℓ)e

(c2−λ̂)(m(log x)2−mh−K−mkh
+ℓ+g).

To proceed, we need control of the final term e(c2−λ̂)(m(log x)2−mh−K−mkh
+ℓ+g). Recall from the proof of Proposition

10 that c2 − λ̂ ⩽ K10(log kh)/kh for some K10 > 0. Since kh ⩾ K9ℓ and ℓ > K6 log log x → ∞ as x → ∞, we may
assume that c2 − λ̂ ⩽ c2/6 by letting x be large enough. In this case,

e(c2−λ̂)(m(log x)2−mh−K−mkh
) ⩽ ec2(m(log x)2−mh−K−mkh

)/6 ≪ min{kh, h}1/4.

Combining the above leads to (62).
For the case g < 0, we need to exploit the rare event that two independent descendants run distances mh−K −g

for time h −K (given by Lemma 28). Applying the same arguments as in Lemma 12 and using the ballot upper
bounds (Lemmas 26 and 27),

Qℓ(Bh ∩ Cg ∩ K c
h )

≪ ρkh
(
ρ−khk

3/2
h e−λ̂(x−mh−K+g−(x̃−ℓ)−mkh

)
)
Φkh,δ((logmin{kh, h} − g)+, ℓ)(|g|+ 1)2ec2g

≪ e−c2ℓmin{kh, h}−3/2k
3/2
h (|g|+ 1)2ec2ge−c1c2K/2Φkh,δ((logmin{kh, h} − g)+, ℓ)e

(c2−λ̂)(m(log x)2−mh−K−mkh
+ℓ+g).

The rest follows similarly as the case g ⩾ 0.
Finally, for g ∈ [−ℓ/K4,−k1/6h ) we apply the same proof as above while bounding the ballot probability by

φ(log x)2,δ(ℓ) for some δ > 0, instead of Φkh,δ((logmin{kh, h} − g)+, ℓ). We omit the details here.
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Before proceeding, it is helpful to simplify the quantity Φkh,δ((logmin{kh, h} − g)+, ℓ) appearing in Lemma 20
a bit. By adjusting the constants δ and L and since kh ⩽ (log x)2, it holds that

k
3/2
h Φkh,δ((logmin{kh, h} − g)+, ℓ)

≪


ℓ(logmin{kh, h} − g)+ for all ℓ > K6 log log x;

(logmin{kh, h} − g)+(log x)
1/3 + ℓ(logmin{kh, h} − g)+e

− δℓ2

(log x)2 if ℓ ⩾ log x
L ;

φ(log x)2,δ(ℓ) for all ℓ > K6 log log x.

(65)

Recall also (26) and (59).

Lemma 21 (first passage contribution). For ℓ > K6 log log x, there exists C(K) > 0 such that

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, E c
ℓ )

≪ e−c1c2K/4x−
d−1
2 e−c2ℓΨ(log x)2,δ(ℓ)

(
e
2K10

ℓ log log x

(log x)2 + (log log x)d+3ℓ−1/8e
log ℓ log log x

8ℓ

)
+ C(K)x−

d−1
2 ℓ3e−c2ℓe−c2ℓ/(2K4),

where the asymptotic constant in ≪ does not depend on K,x, ℓ but may depend on ε.

Proof. In the following, the asymptotic constants in ≪ may depend on ε but not on K. We condition on Bh ∩ Cg
and divide into four cases: g ⩾ K5 log h, 0 ⩽ g < K5 log h, −ℓ/K4 ⩽ g < 0, and g < −ℓ/K4.12

Case (a): g ⩾ K5 log h. We apply Lemma 13 and (62) of Lemma 20 to obtain

(log x)2−K9ℓ∑
h=K

∑
g>K5 log h

hd−1x−
d−1
2 Qℓ(Bh ∩ Cg ∩ K c

h )

≪ x−
d−1
2 e−c2ℓe−c1c2K/2

(log x)2−K9ℓ∑
h=K

hd−1 min{kh, h}−5/4k
3/2
h

×
∑

g>K5 log h

e−c2gΦkh,δ((logmin{kh, h} − g)+, ℓ)e
K10(log kh)(ℓ+g)

kh

≪ x−
d−1
2 e−c2ℓe−c1c2K/2

(log x)2−K9ℓ∑
h=K

hd−1−c2K5 min{kh, h}−5/4k
3/2
h Φkh,δ((logmin{kh, h})+, ℓ)eK10

(log kh)(ℓ+K5 log h)

kh .

We split the sum over h depending on whether kh ⩽ h or kh > h (recalling the definition that kh = (log x)2 − h).
We have for K5 large enough, by (68) below,

(log x)2/2∑
h=K

hd−1−c2K5 min{kh, h}−5/4k
3/2
h Φkh,δ((logmin{kh, h})+, ℓ)eK10

(log kh)(ℓ+K5 log h)

kh

≪
(log x)2/2∑
h=K

h−100k
3/2
h Φkh,δ((log h)+, ℓ)e

2K10
ℓ log log x

(log x)2

≪ Ψ(log x)2,δ(ℓ)e
2K10

ℓ log log x

(log x)2 ,

12The three cases g ⩾ K5 log h, 0 ⩽ g < K5 log h, and g < 0 as discussed in the proof of Lemma 18 do not suffice due to (53).
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and

(log x)2−K9ℓ∑
h=(log x)2/2

hd−1−c2K5 min{kh, h}−5/4k
3/2
h Φkh,δ((logmin{kh, h})+, ℓ)eK10

(log kh)(ℓ+K5 log h)

kh

≪
(log x)2−K9ℓ∑
h=(log x)2/2

h−100k
−5/4
h k

3/2
h Φkh,δ((log kh)+, ℓ)e

K10
(log kh)(ℓ+2K5 log log x)

kh

≪ (log x)−100

(log x)2−K9ℓ∑
h=(log x)2/2

k
−5/4
h k

3/2
h Φkh,δ((log kh)+, ℓ)ℓ

K10/K9

≪ (log x)−100Ψ(log x)2,δ(ℓ)ℓ
K10/K9−1/4 ≪ Ψ(log x)2,δ(ℓ),

where we have used kh ⩾ K9ℓ and ℓ > K6 log log x→ ∞ in the second step, and K9 picked large enough (depending
only on K10) in the last step. Altogether, we conclude that

(log x)2−K9ℓ∑
h=K

∑
g>K5 log h

hd−1x−
d−1
2 Qℓ(Bh ∩ Cg ∩ K c

h ) ≪ x−
d−1
2 e−c2ℓe−c1c2K/2Ψ(log x)2,δ(ℓ)e

2K10
ℓ log log x

(log x)2 .

In the other three cases, we will use, within the corresponding regions for g,

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, E c
ℓ )

⩽
(log x)2∑
h=K

∑
g∈Z

∑
u∈Zd−1

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, E c
ℓ | Du ∩ Cg ∩ Bh ∩ K c

h )

×Qℓ(Bh ∩ Cg ∩ Du ∩ K c
h ).

(66)

For the middle two cases −ℓ/K4 ⩽ g < K5 log h, the asymptotic constants do not depend on the lag time K > 0
(recall that tx,K = tx − K). The first conditional probability in each summand in (66) can be controlled in the
same way as (48). We may also apply the same argument in Lemma 17, using now (60), to obtain bounds on
Qℓ(Bh ∩ Cg ∩ Du ∩ K c

h ). This amounts to multiplying the right-hand sides of (62) and (63) by x−
d−1
2 .

Case (b): 0 ⩽ g < K5 log h. Recall that on the event E c
3,ℓ we removed h ∈ [(log x)2 −K9ℓ, (log x)

2]. We further
scrutinize the term eK10(log kh)(ℓ+g)/kh that appears in (62). Note that K10 here does not depend on the other
constants K1, . . . ,K9. Since kh ⩾ K9ℓ, 0 ⩽ g < K5 log h, and h ⩽ (log x)2, we have for kh ⩽ h,

e
K10

(log kh)(ℓ+g)

kh ⩽ e
2K10 log kh log log x

kh
+

K10ℓ log kh
K9ℓ ⩽ e

log ℓ log log x
8ℓ k

1/8
h (67)

for K9 picked large enough depending only on K10. For kh ⩾ h (and hence kh ⩾ (log x)2/2 and g/kh = O(1)),

e
K10

(log kh)(ℓ+g)

kh ≪ e
K10

(log kh)ℓ

kh ⩽ e
2K10

ℓ log log x

(log x)2 . (68)

For ∥u∥ ⩽
√
h log h and 0 ⩽ g < K5 log h (note that we may start the sum from h = K), we compute using (62)
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of Lemma 20 in the first step and (67) and (68) in the third step that

(log x)2−K9ℓ∑
h=K

K5 log h∑
g=0

∑
u∈Zd−1

∥u∥⩽
√
h log h

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, E c
ℓ | Du ∩ Cg ∩ Bh ∩ K c

h )

×Qℓ(Bh ∩ Cg ∩ Du ∩ K c
h )

≪
(log x)2−K9ℓ∑

h=K

K5 log h∑
g=0

∑
u∈Zd−1

∥u∥⩽
√
h log h

(gec2g(log h)2(h−K + 1)−
d−1
2 )

×
(
x−

d−1
2 e−c2ℓmin{kh, h}−5/4e−c2ge−c1c2K/2k

3/2
h Φkh,δ((logmin{kh, h} − g)+, ℓ)e

K10(log kh)(ℓ+g)

kh

)
≪ e−c1c2K/2x−

d−1
2 e−c2ℓ

×
(log x)2−K9ℓ∑

h=K

(log h)d+3k
3/2
h Φkh,δ((logmin{kh, h})+, ℓ)min{kh, h}−5/4

( h

h−K + 1

) d−1
2

e
K10

(log kh)ℓ

kh

≪ e−c1c2K/2x−
d−1
2 e−c2ℓ

( (log x)2/2∑
h=K

(log h)d+3k
3/2
h Φkh,δ((log h)+, ℓ)h

−5/4
( h

h−K + 1

) d−1
2

e
2K10

ℓ log log x

(log x)2

+

(log x)2−K9ℓ∑
h=(log x)2/2

(log log x)d+3k
3/2
h Φkh,δ((log kh)+, ℓ)k

−9/8
h e

log ℓ log log x
8ℓ

)
≪ e−c1c2K/4x−

d−1
2 e−c2ℓΨ(log x)2,δ(ℓ)

(
e
2K10

ℓ log log x

(log x)2 + (log log x)d+3ℓ−1/8e
log ℓ log log x

8ℓ

)
,

where in the last step we used (65) and (26). The case of ∥u∥ >
√
h log h can be dealt with in the same way as in

Section 3.2.4, leading to a contribution of x−
d−1
2 min{e−c2ℓ, 1}φ(log x)2,δ(ℓ).

Case (c): −ℓ/K4 ⩽ g < 0. Similarly as the way we derived (67) and (68), we have

e
K10

(log kh)(ℓ+g)

kh ⩽ e
K10

(log kh)ℓ

kh ≪

{
e
2K10

ℓ log log x

(log x)2 if kh ⩾ h;

e
log ℓ log log x

8ℓ if kh < h.
(69)

We first consider the subcase where max{−ℓ/K4,−k1/6h } ⩽ g < 0. Again the sum over ∥u∥ >
√
h log h can be

controlled similarly as in case (c) in the proof of Lemma 18 (which only used g < 0 but has no constraint on the
range of ℓ). Recall that restricting to the event E c

3,ℓ allows us to remove the sum over (h, g) such that g > −ℓ/K4 and
h > (log x)2 −K9ℓ. Applying (63) of Lemma 20 and (51) in the first step, that #{u ∈ Zd−1 : ∥u∥ ⩽

√
h log h} ≪
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h
d−1
2 (log h)d−1 in the second step, and (69) in the fourth step, we have

(log x)2−K9ℓ∑
h=K

∑
max{−ℓ/K4,−k1/6h }⩽g<0

∑
u∈Zd−1

∥u∥⩽
√
h log h

Qℓ(Bh ∩ Cg ∩ Du ∩ K c
h )

×Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, E c
ℓ | Du ∩ Cg ∩ Bh ∩ K c

h )

≪
(log x)2−K9ℓ∑

h=K

∑
max{−ℓ/K4,−k1/6h }⩽g<0

∑
u∈Zd−1

∥u∥⩽
√
h log h

((log h)2(h−K + 1)−
d−1
2 )

×
(
x−

d−1
2 e−c2ℓmin{kh, h}−5/4(|g|+ 1)2ec2ge−c1c2K/2k

3/2
h Φkh,δ((logmin{kh, h} − g)+, ℓ)e

K10(log kh)(ℓ+g)

kh

)
≪ e−c1c2K/4x−

d−1
2 e−c2ℓ

(log x)2−K9ℓ∑
h=K

(log h)d+1 min{kh, h}−5/4e
K10

(log kh)ℓ

kh

×
∑

max{−ℓ/K4,−k1/6h }⩽g<0

(|g|+ 1)2ec2gk
3/2
h Φkh,δ((logmin{kh, h} − g)+, ℓ)

≪ e−c1c2K/4x−
d−1
2 e−c2ℓ

(log x)2−K9ℓ∑
h=K

(log h)d+1 min{kh, h}−5/4e
K10

(log kh)ℓ

kh k
3/2
h Φkh,δ((logmin{kh, h})+, ℓ)

≪ e−c1c2K/4x−
d−1
2 e−c2ℓ

( (log x)2/2∑
h=K

(log h)d+1h−5/4e
2K10

ℓ log log x

(log x)2 k
3/2
h Φkh,δ((log h)+, ℓ)

+

(log x)2−K9ℓ∑
h=(log x)2/2

(log h)d+1k
−5/4
h e

log ℓ log log x
8ℓ k

3/2
h Φkh,δ((log kh)+, ℓ)

)
≪ e−c1c2K/4x−

d−1
2 e−c2ℓΨ(log x)2,δ(ℓ)

(
e
2K10

ℓ log log x

(log x)2 + (log log x)d+3ℓ−1/4e
log ℓ log log x

8ℓ

)
,

where in the last step we applied (65) and (26). In the other subcase where −ℓ/K4 ⩽ g < −k1/6h , applying (64) of
Lemma 20 yields

(log x)2−K9ℓ∑
h=K

∑
−ℓ/K4⩽g<−k1/6h

∑
u∈Zd−1

∥u∥⩽
√
h log h

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, E c
ℓ | Du ∩ Cg ∩ Bh ∩ K c

h )

×Qℓ(Bh ∩ Cg ∩ Du ∩ K c
h )

≪ e−c1c2K/4x−
d−1
2 e−c2ℓ

(log x)2−K9ℓ∑
h=K

(log h)d+1 min{kh, h}−5/4
∑

−ℓ/K4⩽g<−k1/6h

(|g|+ 1)2ec2gk
3/2
h e

K10(log kh)(ℓ+g)

kh

≪ e−c1c2K/4x−
d−1
2 e−c2ℓ

(log x)2−K9ℓ∑
h=K

(log h)d+1 min{kh, h}−5/4k−100
h φ(log x)2,δ(ℓ)e

K10(log kh)(ℓ+g)

kh

≪ e−c1c2K/4x−
d−1
2 e−c2ℓΨ(log x)2,δ(ℓ)

(
e
2K10

ℓ log log x

(log x)2 + (log log x)d+3ℓ−1/4e
log ℓ log log x

8ℓ

)
,

where in the last step we also used φ(log x)2,δ(ℓ) ≪ Ψ(log x)2,δ(ℓ) for ℓ > K6 log log x.
Case (d): g < −ℓ/K4. In this case, we cannot use Lemma 20, but we use Lemma 17. The sum over ∥u∥ >√

h log h can be controlled similarly as in case (c) in the proof of Lemma 18. We obtain using (51) and Lemma 17
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that
(log x)2∑
h=K

∑
g<−ℓ/K4

∑
u∈Zd−1

∥u∥⩽
√
h log h

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx | Du ∩ Cg ∩ Bh ∩ K c
h )

×Qℓ(Bh ∩ Cg ∩ Du ∩ K c
h )

⩽
(log x)2∑
h=K

∑
g<−ℓ/K4

∑
u∈Zd−1

∥u∥⩽
√
h log h

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx | Du ∩ Cg ∩ Bh)Qℓ(Bh ∩ Cg ∩ Du)

≪ x−
d−1
2

(log x)2∑
h=K

∑
g<−ℓ/K4

∑
u∈Zd−1

∥u∥⩽
√
h log h

((log h)2(h−K + 1)−
d−1
2 )

×
(
min

{
1, (|g + ℓ|+ 1)e−c2(g+ℓ)φ(log x)2,δ(g + ℓ)

}
min{1, ((|g|+ 1)ec2g)2}

)
≪ x−

d−1
2

(log x)2∑
h=K

(log h)d+1
∑

g<−ℓ/K4

min
{
1, (|g + ℓ|+ 1)e−c2(g+ℓ)φ(log x)2,δ(g + ℓ)

}
(|g|+ 1)2e2c2g

( h

h−K + 1

) d−1
2

≪ x−
d−1
2

(log x)2∑
h=K

(log h)d+1
(
ℓ2e−2c2ℓ + ℓ3e−c2ℓe−c2ℓ/K4

)( h

h−K + 1

) d−1
2

≪ C(K)x−
d−1
2 (log x)3e−c2ℓe−c2ℓ/(2K4),

where in the last step we bounded (log h)d+1 by log x.
Combining the above four cases finishes the proof.

3.2.7 Combining everything above—proof of Theorem 11

Our goal is to bound from above the quantity

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx).

We divide into three cases according to the range of ℓ.

• Case I: ℓ < −K3 log log x. We apply Lemma 13 to bound directly

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx) ≪ (log x)2(d−1)x−
d−1
2 .

• Case II: −K3 log log x ⩽ ℓ ⩽ K6 log log x. We get from Lemma 18 that while excluding the local ballot event
E ∗
ℓ , the rest satisfies

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, E c
1,ℓ) ≪ C(ε,K)(log log x)K7(log x)x−

d−1
2 e−c2ℓ.

Combining this with (35) and (39) yields Theorem 11 for −K3 log log x ⩽ ℓ ⩽ K6 log log x.

• Case III: ℓ > K6 log log x. The event E3,ℓ contributes

e−(c2+δ/4)ℓ(log x)2(d−1)x−
d−1
2 (70)

by Lemma 19. We get from Lemma 21 that while excluding the ballot event Eℓ, the rest satisfies

Qℓ(∃w ∈ Vtx,K
, w ≻ v, ηw,tx,K

(tx,K) ∈ Bx, E c
ℓ )

≪ C(ε)e−c1c2K/4x−
d−1
2 e−c2ℓΨ(log x)2,δ(ℓ)

(
e
2K10

ℓ log log x

(log x)2 + (log log x)d+3ℓ−1/8e
log ℓ log log x

8ℓ

)
+ C(K)x−

d−1
2 (log x)3e−c2ℓe−c2ℓ/(2K4),

The second term C(K)x−
d−1
2 (log x)3e−c2ℓe−c2ℓ/(2K4) on the right-hand side above together with (70) con-

tribute at most C(ε,K)e−(c2+δ/4)ℓ(log x)3dx−
d−1
2 for some δ > 0. Taking into account (35), Lemma 19, and

(58) leads to the desired bound in Theorem 11 for ℓ > K6 log log x.

These considerations conclude the proof, given the definition of Iℓ,x above Theorem 11.
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4 The general non-spherically symmetric case
Our cluster approach in the spherically symmetric case (Theorem 1) also extends to the general case (Theorem

2). Unfortunately, the notation becomes much heavier, although it is intuitively clear how the proof can be modified,
as we will explain below. We have chosen to focus on the spherically symmetric case for clarity of our presentation
and to avoid repetitions. In this section, we comment on the necessary changes to prove Theorem 2, and the details
are left to the interested reader.

Overview. Essentially, our approach reduces the study of the d-dimensional BRW to that of its projection onto
a certain one-dimensional direction (pivot) c2 ∈ Rd such that the first passage event to Bx is reasonably close to a
certain first passage event of the projected BRW (to the projection of the target Bx). The underlying mechanism
of this approximation is that the range of a non-symmetric BRW grows roughly as a convex shape that linearly
expands in time, and c2 is the normal vector to the tangent hyperplane between the convex shape and the ball Bx.
For example, in the spherically symmetric case, c2 is along the direction of the first coordinate (i.e., a constant
multiple of e1). The non-symmetric case requires the same techniques, up to finding the correct pivot c2 based on
the rate function Î(ξ), which is given below (3).

Let us formulate the new projection. In the spherically symmetric case, we follow the projection

ηv,n(k) = ηv,n(k) e1 + (0, η̂v,n(k)).

Instead, we now decompose
ηv,n(k) = ηc2

v,n(k) c2 + η̂c2
v,n(k),

where η̂c2
v,n(k) ∈ Rd is perpendicular to c2, i.e., η̂c2

v,n(k) · c2 = 0. The proof of Theorem 2 is mostly verbatim, while
in the two paragraphs below we spell out a few details that differ from the proof of Theorem 1.

Identifying the constants in the preliminary results. Let us re-discover the formula (4) based on a cal-
culation using the BRW projected onto c2. The one-step jump distribution is ξc2 := ξ · c2. Using the definition
Î(ĉ1e1) = log ρ and c2 = ∇Î(ĉ1e1), we have

sup
λ∈Rd

(
ĉ1λ · e1 − logE[eλ·ξ]

)
= log ρ and ĉ1e1 =

E[ξec2·ξ]

E[ec2·ξ]
.

It is then straightforward to check that the supremum in

Iξ
c2
(ĉ1e1 · c2) = sup

λ∈R

(
λĉ1e1 · c2 − logE[eλξ

c2
]
)

is attained at λ̃ = 1 and the value of the supremum is log ρ. This has two consequences. First, the linear speed of
the BRW with jump ξc2 is ĉ1e1 ·c2, which gives the linear coefficient in (4). Second, when dealing with the projected
BRW, the analogue of the constant c2 in the results presented in Section 2.1 becomes λ̃ = 1. Consequently, the
logarithm correction term is

d+ 2

2λ̃ĉ1e1 · c2
log x =

d+ 2

2ĉ1e1 · c2
log x,

giving the logarithmic correction term in (4).

Conditional local CLT in the direction c2. While the cluster structure remains unchanged for the one-
dimensional BRW projected onto c2, certain modification is required to turn the size of the clusters to the local
hitting probabilities (that is, given a trajectory that advances in the direction c2, we compute the chance that it
reaches the ball Bx). In the spherically symmetric case, this is driven by the conditional local CLT (Lemmas 9 and
14). The selection of the vector c2 is exactly such that the analogous local CLT holds in the new direction c2. We
showcase this by providing the proof to a more general version of Lemma 9, given by Lemma 30 below. The same
extension to Lemma 14 can be done similarly.
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A Index of frequently used notation

Deterministic quantities
d Underlying dimension of the BRW, d ⩾ 1
{pj}j⩾0 Reproduction law of the BRW
ξ Jump distribution of the BRW
I(x) Large deviation rate function for the first coordinate ξ of ξ
Î(x) Large deviation rate function for ξ
ρ Expected number of descendants at time one, ρ =

∑
j⩾1 jpj

c1 Defined through I(c1) = log ρ
c2 I ′(c1)

ĉ1 Defined through Î(ĉ1,0) = log ρ

c2 ∇Î(ĉ1,0)
mn (One-dimensional) maximum asymptotic c1n− 3

2c2
log n

tx First passage time asymptotic x
c1

+ d+2
2c2c1

log x in dimension d
tx,K tx −K
x̃ x−m(log x)2

t̃x tx − (log x)2 (with the exception of Appendix D)
kh (log x)2 − h

φn,δ(i) e−δ|i|min(
|i|
n ,1)

Φn,δ(x, y) Defined by (61)
Ψ(log x)2,δ(ℓ) Defined by (26)

Events
Bh h = max{h̃ : ∃ v1 ∈ Vtx−h̃, v2, v3 ∈ Vtx,K

, v2, v3 ≻ v1 ≻ v, ηvi,tx,K
(tx,K) ⩾ x, i = 2, 3}

vlca The particle v1 ∈ Vtx−h realizing the maximum above (latest common ancestor)
Cg {ηvlca,tx−h(tx − h) ∈ [x+ g −mh−K , x+ g −mh−K + 1]}
Du The event that the last d− 1 coordinates of ηvlca,tx−h(tx − h) belongs to Ru

Wℓ,h,g {w ∈ Vtx−h : w ≻ v, ∥η̂w,tx−h(tx − h)∥ ≪ h, Bh ∩ Cg}
E1,ℓ

⋃
K⩽h⩽(log x)2

⋃
g∈Z

⋃
w∈Vtx−h

w∈Wℓ,h,g

⋃
w′∈Vtx,K

w′≻w

⋃
tx−h⩽k⩽tx,K

{ηw′,tx,K
(k) > ψ̂g,h(k)}, ℓ ⩾ −K3 log log x

E2,ℓ

⋃
K⩽h⩽(log x)2

(
Bh ∩

(⋃
u∈Vtx−h

(⋃
t̃x⩽k⩽tx−h{ηu,tx−h(k) > ψ∗

x,K(k)}
)

∩
(⋃

w∈Vtx,K
w≻u

{ηw,tx,K
(tx,K) ∈ Bx}

)))
, −K3 log log x ⩽ ℓ ⩽ K6 log log x

E3,ℓ

(⋃
g⩾−ℓ/K4

Cg
)
∩
(⋃

(log x)2−K9ℓ⩽h⩽(log x)2 Bh

)
, ℓ > K6 log log x

E4,ℓ

⋃
K⩽h⩽(log x)2−K9ℓ

(
Bh ∩

(⋃
u∈Vtx−h

(⋃
t̃x⩽k⩽tx−h{ηu,tx−h(k) > ψx,K(k)}

)
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∩
(⋃

w∈Vtx,K
w≻u

{ηw,tx,K
(tx,K) ∈ Bx}

)))
, ℓ > K6 log log x

E ∗
ℓ E1,ℓ ∪ E2,ℓ

Eℓ E1,ℓ ∪ E3,ℓ ∪ E4,ℓ

Fh,g

⋃
w∈Vtx,K
w≻vlca

⋃
0⩽k⩽h−K

{
ηw,tx,K

(t̃x − h+ k)− ηw,tx,K
(t̃x − h)

⩾ L log h− g + k
h−Kmh−K + 4

c2
(logmin{k, h−K − k})+

}
Gn,β

⋃
v∈Vn

⋃
0⩽k⩽n

{
ηv,n(k) ⩾

kmn

n + β + 6
c2
(logmin{k, n− k})+

}
Hu {ηvlca,tx−h(tx − h)− ηvlca,tx−h(t̃x) ∈ R×Ru}
In,g

{
∃ v, w ∈ Vn, lca(v, w) = ∅, ηv,n(n) ⩾ mn − g, ηw,n(n) ⩾ mn − g

}
Jh,g {∃w ∈ Vtx−h, w ≻ v, ηw,tx−h(tx − h) ∈ [x−mh−K + g, x−mh−K + g + 1)}
Kh Bh ∩

(⋃
u∈Vtx−h

(⋃
t̃x⩽k⩽tx−h{ηu,tx−h(k) > ψx,K(k)}

)
∩
(⋃

w∈Vtx,K
w≻u

{ηw,tx,K
(tx,K) ∈ Bx}

))
K ∗
h Bh ∩

(⋃
u∈Vtx−h

(⋃
t̃x⩽k⩽tx−h{ηu,tx−h(k) > ψ∗

x,K(k)}
)
∩
(⋃

w∈Vtx,K
w≻u

{ηw,tx,K
(tx,K) ∈ Bx}

))
S All-time survival event of the BRW

Other definitions
#A Cardinality of a finite set A
w ≻ v Particle w is a descendant of v
∅ The unique particle at time zero
Bx Unit ball centered at x = (x, 0, . . . , 0) ∈ Rd
Bz Unit ball centered at z ∈ Rd
Hx [x,∞)× Rd−1

τx First passage time of d-dimensional BRW to Bx
Mn Maximum of one-dimensional BRW at time n
Pn Production number, defined as #{v ∈ Vn : ∃w ∈ Vtx , w ≻ v, ηw,tx(tx) ⩾ x}
Ru The rectangle [u1, u1 + 1)× · · · × [ud−1, ud−1 + 1) for u = (u1, . . . , ud−1)
Vn The collection of particles at time step n
ηv,n(k) Location of the d-dimensional random walk that leads to v ∈ Vn evaluated at time k
ηv,n(k) The first coordinate of ηv,n(k)
η̂v,n(k) The last d− 1 coordinates of ηv,n(k)
Qℓ = Qℓ,v The probability measure on the BRW restricted to descendants of v,

conditioned on ηv,t̃x(t̃x) ∈ [x̃− ℓ− 1, x̃− ℓ) and G c
t̃x,K2

B Escape probability of BRW
The goal of this appendix is to establish the following.

Lemma 22. Assume (A1)–(A4). There exists K1 > 0 such that

P(∥ηv,n(n)∥ ⩾ 1 for all v ∈ Vn) ⩽ K1e
−
√
n/K1 .

Remark 8. The closest result in this direction is perhaps [44], which studied convergence rates of

P(#{v ∈ Vn : ηv,n(n) > θc1n} > ean)

for a ∈ [0, log ρ − I(θc1)). For branching Brownian motion, [35, 36] studied large deviation probabilities of the
number of particles in a linearly moving ball. In particular, the analogue of Lemma 22 for BBM was established
as a special case of Theorem 2.1 of [36]. Our result is quite crude (for instance, we believe that the escape
probability can be improved to O(e−n/L) based on analogues in [35]), but it suffices for our purpose. Additionally,
the arguments required are relatively simple compared to the literature above.

Proof of Lemma 22. By a union bound, it suffices to work in the one-dimensional setting. The strategy is to evolve
particles independently in the periods [0,

√
n] and [

√
n, n]. We show that at time

√
n, with high probability there
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are eδ
√
n particles present and located in O(

√
n), and with high probability, a certain portion of the particles located

in O(
√
n) at time

√
n will have a descendant in [−1, 1] at time n.

To carry out the above plan, let δ1 > 0 be a small constant and we define the events

E1 := {#V√n ⩾ eδ1
√
n} and E2 :=

{
|M√

n| <
√
n

δ1

}
.

It follows from the main result of [44] and Theorem 3.2 of [18] that P(E1 ∩ E2) > 1−O(e−δ2
√
n) for some δ2 > 0.

On the event E1 ∩ E2, we may identify particles vj , 1 ⩽ j ⩽ eδ1
√
n, where ηvj ,√n(

√
n) ∈ [−

√
n/δ1,

√
n/δ1]. Let Sj

denote the survival event of the particle vj . It follows from local CLT applied to ξ (see e.g. Lemma 23 of [8]) that
for some δ3 > 0,

P
(
∃w ∈ Vn, w ≻ vj , |ηw,n(n)| ⩽ 1 | Sj

)
⩾

δ3√
n
,

and hence using independence, the event

E3 :=
{
#{w ∈ Vn/2 : |ηw,n(n)| ⩽ 1} > 0

}
satisfies

P(E3 | E1 ∩ E2) ⩾ 1− (1− δ3√
n
)e

δ1
√

n

> 1−O(e−n).

We thus conclude that

P(∥ηv,n(n)∥ ⩾ 1 for all v ∈ Vn) ⩽ P(Ec
1 ∪ Ec

2) + P(Ec
3 | E1 ∩ E2) ⩽ O(e−δ2

√
n).

This proves Lemma 22.

C Some upper bounds of (conditional) ballot probabilities

C.1 A multi-dimensional ballot upper bound
The results in this appendix are essential for establishing Lemma 13 through Lemma 14. Following the seminal

work of [15] on random walks in cones, we prove a multi-dimensional ballot upper bound where the random walk
reaches a target in Rd and the path projected onto the first dimension is constrained by a linear barrier tilted by
a logarithmic term. The connection to random walks in cones (i.e. collections of rays from 0 ∈ Rd going through
a certain open subset of the sphere Sd−1) is realized by letting the cone be the half-space {x = (x1, . . . , xd) ∈ Rd :
x1 > 0}. The following statements are self-contained, but we refer to Section 2.4.1 of [8] for a brief introduction to
random walks in cones.

In the following, let {ξi}i⩾1 be an i.i.d. sequence in Rd satisfying (A2)–(A4) and Sn = ξ1+ · · ·+ξn be its partial
sum. Denote by ξi and Sn their first coordinates. Let

ψ(k) = −y − L logmin{k, n− k}+, 0 ⩽ k ⩽ n,

where L > 0 is a fixed constant. Recall that Ru = [u1, u1+1)×· · ·× [ud−1, ud−1+1) for u = (u1, . . . , ud−1) ∈ Rd−1.
The following result improves upon Lemma 16 of [8].

Lemma 23. Consider n ⩾ 1, 1 ⩽ y ≪ log n, and y + a > 0. Then

P(Sn ∈ [a, a+ 1]×Ru, Sk ⩾ ψ(k) for all 0 < k < n) ≪ y(y + a)n−
d+2
2 .

Lemma 24. Consider n ⩾ 1, 1 ⩽ y ≪ log n, and y + a > 0. It holds

P(Sn ∈ [a, a+ 1]×Ru, Sk ⩾ −y for all 0 < k < n) ≪ y(y + a)n−
d+2
2 .

Proof. This follows from the derivation of Lemmas 27 and 28 in [15], along with their Theorem 1. Note that p = 1
therein since we take the cone to be the half-space {x ∈ Rd : x1 > 0}. The results in [15] were stated in the lattice
case but the derivation of Lemmas 27 and 28 depends only on the non-singularity of the jumps (which is in turn a
consequence of (A5)) but not the lattice property.
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The proof of Lemma 23 follows a similar route as the proof of (11) in [9], while in the proof we apply now
Lemma 24 instead of (6) of Lemma 2.1 therein.

Proof of Lemma 23. Let τ be the first time in [0, n] at which Sk takes its minimum, and suppose that a ⩾ −1/2.
We split into cases depending on the value of τ and apply a union bound. By symmetry of the function ψ, we may
assume τ < n/2. Define Iy := Z ∩ (y7, n/2] and

Ωn,y =
{
Sn ∈ [a, a+ 1]×Ru, Sk ⩾ −y for all 0 < k < n

}
,

Ω′
n,y =

{
Sn ∈ [a, a+ 1]×Ru, Sk ⩾ ψ(k) for all 0 < k < n

}
.

It follows from Lemma 24 that (using a ⩾ −1/2)

P(τ ∈ Iy; Ω
′
n,y) ≪

∑
k∈Iy

y+L log k∑
j=0

(j + 1)(j + a)

k3/2(n− k)
d+2
2

≪
∑
k∈Iy

(y + L log k + 1)2(y + L log k + a)

k3/2(n− k)
d+2
2

≪ (y + a)y−3/2n−
d+2
2 .

Next, we consider k ⩽ y19/10. On the event Ω′
n,y \ Ωn,y, we have Sk ∈ [−y − L log k,−y]. Therefore, by

independence before and after time k and Lemma 24,

P(τ = k; Ω′
n,y \ Ωn,y)

⩽ P(Sk ∈ [−y − L log k,−y])
× max
x∈[−y−L log k,−y]

sup
u′∈Rd−1

∥u′∥⩾∥u∥/2

P(Sj ⩾ 0 for all 1 ⩽ j ⩽ n− k; Sn−k ∈ [a+ x, a+ x+ 1]×Ru′)

≪ y−2 × (a+ y + log k)n−
d+2
2 ≪ y−2(y + a)n−

d+2
2 ,

where the upper bound for P(Sk ∈ [−y − L log k,−y]) follows from the same reasoning as below (91) of [9].
For k ∈ (y19/10, y7), we again apply independence of the random walk before and after time k. We have in this

case the boundary of Ω′
n,y is at most ≪ y10 below that for Ωn,y uniformly in k ∈ (y19/10, y7). Therefore, applying

Lemma 24 twice yields

P(τ = k; Ω′
n,y \ Ωn,y) ≪ y1/10k−3/2 × (y + log k)(y + log k + a)n−

d+2
2 ≪ y11/10(y + a)k−3/2n−

d+2
2 .

Combining the above estimates yields that for all u ∈ Rd−1,

P(Ω′
n,y \ Ωn,y) ≪ (y + a)y−3/2n−

d+2
2 +

y19/10∑
k=1

y−2(y + a)n−
d+2
2 +

y7∑
k=y19/10

y11/10(y + a)k−3/2n−
d+2
2

≪ y(y + a)n−
d+2
2

for some δ > 0. Also note that Lemma 24 yields P(Ωn,y) ≪ y(y + a)n−
d+2
2 . This finishes the proof for a ⩾ −1/2.

The case a < −1/2 follows by reversing the random walk, using precisely the same argument at the end of the
proof of (11) in [9].

C.2 A ballot upper bound involving moderate deviation
In this appendix, we revisit the recent work [20] and extract one-dimensional ballot upper bounds involving

moderate deviation. Consider a one-dimensional non-lattice random walk {Sn}n⩾1 with centered i.i.d. jumps and
finite moments of any order. The quantity of interest is

P(x+ Sn ∈ [y, y + 1], x+ Sn ⩾ 0 for all 1 ⩽ k ⩽ n), (71)

where |x − y| ≫
√
n. Applying the classical ballot theorem leads only to an upper bound of ≪ xyn−3/2, which

does not account for the fact that the (conditioned) random walk is unlikely to travel a distance of |x− y| in time
n. The Brownian motion analogue of (71) was analyzed in Lemma 18 of [15], while we are unaware of general
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tight asymptotics for the random walk case. A notable exception is Theorem 1.2 of [20], which provided precise
asymptotics of the ballot probability (71) for x ∈ [0, n1/2−ε], y ∈ [C1

√
n,C2

√
n log n] for fixed constants C1, C2 > 0.

On the contrary, we satisfy ourselves with asymptotic upper bounds, which allow for a wider range of the parameter
y. We first record below the result from [20] that we will employ.

Lemma 25. Fix ε ∈ (0, 1/2) and L > 0. There exists δ > 0 such that uniformly for x ∈ [0, n1/2−ε] and y ⩾
√
n/L,

P(x+ Sn ∈ [y, y + 1], x+ Sn ⩾ 0 for all 1 ⩽ k ⩽ n) ≪ xn−1−ε + xyn−3/2e−
δy2

n .

Proof. By (3.1) of Theorem 3.1 in [20] (and following the beginning of the proof of Theorem 1.2 therein), it holds
uniformly for x ∈ [0, n1/2−ε] that

P(x+ Sn ∈ [y, y + 1], x+ Sn ⩾ 0 for all 1 ⩽ k ⩽ n) ≪ x

n
Jn, (72)

where

Jn :=

∫ 1+ε

−ε

((
1 +

t+ y√
n

)
e−

δ(t+y)2

n + n−ε
)
dt

for some large constant C > 0 depending on the law of the jump and ε. We have uniformly for y ⩾
√
n/L,

Jn ≪ n−ε +
y√
n
e−

δy2

n .

Combined with (72) finishes the proof.

Let us now consider a logarithmically tilted barrier. Applying the same arguments that derived Lemma 23 from
Lemma 24, and using Lemma 25 instead of Lemma 24, we arrive at the following result.

Lemma 26. Fix ε ∈ (0, 1/2) and L,L′ > 0. There exists δ > 0 such that uniformly for x ∈ [0, n1/2−ε] and
y ⩾

√
n/L,

P(x+ Sn ∈ [y, y + 1], x+ Sn ⩾ −L′(logmin{k, n− k})+ for all 1 ⩽ k ⩽ n) ≪ xn−1−ε + xyn−3/2e−
δy2

n .

Due to the term xn−1−ε, the bound in Lemma 26 cannot be tight for y ≫
√
n log n. While a general tight

bound seems reminiscent in the literature, the following weaker estimate suffices for our purpose.

Lemma 27. Fix L′ > 0. There exists δ > 0 such that uniformly for x, y > 0,

P(x+ Sn ∈ [y, y + 1], x+ Sn ⩾ −L′(logmin{k, n− k})+ for all 1 ⩽ k ⩽ n) ≪ φn,δ(|x− y|).

In particular, for x ∈ [0, n1/2−ε] with ε ∈ (0, 1/2) and y ≫
√
n,

P(x+ Sn ∈ [y, y + 1], x+ Sn ⩾ −L′(logmin{k, n− k})+ for all 1 ⩽ k ⩽ n) ⩽ P(|Sn| ⩾ |x− y|) ≪ φn,δ(y).

Proof. By a moderate deviation estimate (e.g., Theorem 3.7.1 of [14]), we have

P(x+ Sn ∈ [y, y + 1], x+ Sn ⩾ −L′(logmin{k, n− k})+ for all 1 ⩽ k ⩽ n) ⩽ P(|Sn| ⩾ |x− y|) ≪ φn,δ(|x− y|)

for some δ > 0.

Remark 9. By symmetry, the same statements of Lemmas 26 and 27 hold with the roles of x, y interchanged.
Moreover, the same results hold for 0 ⩽ x≪ n1/2−ε by a suitable scaling.

C.3 BRW conditioned on two descendants with large displacements separated at
the first step

In practice, when conditioning on the event Bh and a fixed location at time tx−h, we would like to understand
the conditional law of the BRW in the period [tx − h, tx,K ], given the information that two trajectories separated
at time tx − h both reach the level x at time tx,K . In this self-contained appendix, we consider a large number n
and g < 0, and recall from (30) that

In,g =
{
∃ v, w ∈ Vn, lca(v, w) = ∅, ηv,n(n) ⩾ mn − g, ηw,n(n) ⩾ mn − g

}
, n ∈ N, g < 0.
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The general strategy to deal with an event of this type is to condition on the first generation and partition the
event into disjoint events where at least two of them have descendants with large maxima. When conditioned on
the first generation, the events of having large maxima will then be independent and hence can be decoupled.

In the following, for j ∈ N, let Pj denote the law of the tuple (η1, . . . , ηj) of i.i.d. random variables with law ξ.
Throughout, assume (A1)–(A4).

Lemma 28. For g < 0, it holds that P(In,g) ≍ (|g|+ 1)2e2c2g.

Proof. We condition on the first generation and obtain

P(In,g) =

∞∑
j=2

pj

∫
P(In,g | V1 = {vk}1⩽k⩽j , ηvk,1(1) = ηk) dPj(η1, . . . , ηj).

We first prove the upper bound of P(In,g). By assumption (A4),

P(ξ > x) ≪ e−(c2+δ)x. (73)

For a fixed j, there are ⩽ j2 possibilities of pairs (k, k′), 1 ⩽ k < k′ ⩽ j so that descendants of vk, vk′ realize the
event In,g. By a union bound, we have∫

P(In,g | V1 = {vk}1⩽k⩽j , ηvk,1(1) = ηk) dPj(η1, . . . , ηj)

⩽ j2
∫

P(Mn−1 > mn − g − η1)P(Mn−1 > mn − g − η2) dP2(η1, η2)

≪ j2E
[
min{(|g + ξ|+ 1)ec2(g+ξ), 1}

]2
≪ j2(|g|+ 1)2e2c2g.

where we have used (73) and Lemma 4. By assumption (A1), we conclude that

P(In,g) ≪
∞∑
j=2

pjj
2(|g|+ 1)2e2c2g ≪ (|g|+ 1)2e2c2g,

as desired.
To show the lower bound of P(In,g), suppose that pj > 0 for some j ⩾ 2 (valid since ρ > 1). Since the

probability that j i.i.d. samples of η1 are all positive is ≫ 1, we have by (14) of Lemma 4,∫
P(In,g | V1 = {vk}1⩽k⩽j , ηvk,1(1) = ηk) dPj(η1, . . . , ηj) ≫ (|g|+ 1)2e2c2g,

as desired.

Recall the defining barrier (33) for the ballot event E1,ℓ. Let Vn,g denote the set of particles v ∈ Vn whose past
trajectory {ηv,n(k)}1⩽k⩽n does not cross the barrier

ψ̃(k) := L log n− g +
k

n
mn +

4

c2
(logmin{k, n− k})+, 1 ⩽ k ⩽ n.

Recall that φn,δ(i) := e−δ|i|min(
|i|
n ,1).

Lemma 29. It holds that for g < 0,

P(∃v ∈ Vn,g, ηv,n(n) ∈ B(mn−g,u) | In,g) ≪

{
n3/2φn,δ(∥u∥) if ∥u∥ >

√
n log n;

(log n)2n−
d−1
2 if ∥u∥ ⩽

√
n log n.

(74)

Proof. We write

P(∃v ∈ Vn,g, ηv,n(n) ∈ B(mn−g,u) | In,g) =
P(∃v ∈ Vn,g, ηv,n(n) ∈ B(mn−g,u), In,g)

P(In,g)
.
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The denominator is bounded from above by P(In,g) ≫ (|g| + 1)2e2c2g by Lemma 28, and hence it suffices to
establish an upper bound for the numerator. To this end, we condition on the law of the first generation, by first
conditioning on #V1 and then the locations of particles belonging to the first generation, we have

P(∃v ∈ Vn,g, ηv,n(n) ∈ B(mn−g,u), In,g)

=

∞∑
j=2

pj

∫
P(∃v ∈ Vn,g, ηv,n(n) ∈ B(mn−g,u), In,g | V1 = {vk}1⩽k⩽j , ηvk,1(1) = ηk) dPj(η1, . . . ,ηj).

To deal with the inner probability, we decompose into sub-events where the event In,g is realized by descendants
of vk and vk′ (which we denote by I k,k′

n,g ), 1 ⩽ k < k′ ⩽ j, and decompose the count based on the ancestor at time
one. We obtain

P(∃v ∈ Vn,g, ηv,n(n) ∈ B(mn−g,u), In,g | V1 = {vk}1⩽k⩽j , ηvk,1(1) = ηk)

⩽
∑

1⩽k<k′⩽j

j∑
i=1

P(∃v ∈ Vn,g, v ≻ vi, ηv,n(n) ∈ B(mn−g,u), I k,k′

n,g | V1 = {vk}1⩽k⩽j , ηvk,1(1) = ηk).

We may then apply independence to bound the probability. In the case i = k,

P(∃v ∈ Vn,g, v ≻ vi, ηv,n(n) ∈ B(mn−g,u), I k,k′

n,g | V1 = {vk}1⩽k⩽j , ηvk,1(1) = ηk)

⩽ P(Mn−1 > mn − g − ηk′)P(∃v ∈ Vn−1,g, ηv,n−1(n− 1) ∈ B(mn−g,u)−ηk
)

≪ min{(|g + ηk′ |+ 1)ec2(g+ηk′ ), 1}P(∃v ∈ Vn−1,g, ηv,n−1(n− 1) ∈ B(mn−g,u)−ηk
),

where we have used Lemma 4. Suppose that ∥u∥ ⩽
√
n log n. By a change of measure argument and Lemma 23,

P(∃v ∈ Vn−1,g, ηv,n−1(n− 1) ∈ B(mn−g,u)−ηk
) ≪ (log n)(log n− g)ec2(g+ηk)n−

d−1
2 . (75)

We therefore conclude that for ∥u∥ ⩽
√
n log n,

P(∃v ∈ Vn,g, v ≻ vi, ηv,n(n) ∈ B(mn−g,u), I k,k′

n,g | V1 = {vk}1⩽k⩽j , ηvk,1(1) = ηk)

≪ (log n)2(|g|+ 1)ec2(g+ηk) min{(|g + ηk′ |+ 1)ec2(g+ηk′ ), 1}n−
d−1
2 .

The case i = k′ is similar. In the case i ̸∈ {k, k′} and ∥u∥ ⩽
√
n log n, by Lemma 4 and Lemma 23,

P(∃v ∈ Vn,g, v ≻ vi, ηv,n(n) ∈ B(mn−g,u), I k,k′

n,g | V1 = {vk}1⩽k⩽j , ηvk,1(1) = ηk)

⩽ P(Mn−1 > mn − g − ηk)P(Mn−1 > mn − g − ηk′)P(∃v ∈ Vn−1,g, ηv,n−1(n− 1) ∈ B(mn−g,u)−ηi
)

≪ min{(|g + ηk|+ 1)ec2(g+ηk), 1}min{(|g + ηk′ |+ 1)ec2(g+ηk′ ), 1}(log n)(log n− g)ec2(g+ηi)n−
d−1
2

≪ (log n)2(|g|+ 1)ec2(g+ηi)n−
d−1
2 min{(|g + ηk|+ 1)ec2(g+ηk), 1}min{(|g + ηk′ |+ 1)ec2(g+ηk′ ), 1}.

Combining the above, we have by (73) that for the case ∥u∥ ⩽
√
n log n,

P(∃v ∈ Vn,g, ηv,n(n) ∈ B(mn−g,u), In,g)

≪
∞∑
j=2

pjn
− d−1

2

(
j2(log n)2(|g|+ 1)ec2gE

[
min{|g + ξ|ec2(g+ξ), 1}

]
E[ec2ξ]

+ j3(log n)2(|g|+ 1)ec2gE
[
min{|g + ξ|ec2(g+ξ), 1}

]2E[ec2ξ])
≪ n−

d−1
2 (log n)2(|g|+ 1)2e2c2g

∞∑
j=2

pjj
2 + n−

d−1
2 (log n)2(|g|+ 1)3e3c2g

∞∑
j=2

pjj
3

≪ n−
d−1
2 (log n)2(|g|+ 1)2e2c2g,

where we use assumption (A1) in the last step. This proves (74) in the case ∥u∥ ⩽
√
n log n.
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In the case ∥u∥ >
√
n log n, we need to replace (75) accordingly. Applying a change of measure as in the proof

of Lemma 14,

P(∃v ∈ Vn−1,g, ηv,n−1(n− 1) ∈ B(mn−g,u)−ηk
)

≪ n3/2ec2(g+ηk)P(Sn−1 ∈ B(mn−g,u)−ηk
, Sk ⩽ ψ̃(k) for all 1 ⩽ k ⩽ n− 1)

≪ n3/2ec2(g+ηk)P(∥Ŝn−1 − (u− η̂k)∥ ⩽ 1)

≪ n3/2ec2(g+ηk)φn,δ(∥u− η̂k∥).

We apply the bound φn,δ(∥u− η̂k∥) ⩽ φn,δ(∥u∥ /2) on the event ∥η̂k∥ ⩽ ∥u∥ /2, and apply the bound (75) on the
complement of this event which still occurs with probability ≪ φn,δ(∥u∥ /2) by (73). More precisely, for the case
i = k, we use

P(∃v ∈ Vn,g, v ≻ vi, ηv,n(n) ∈ B(mn−g,u), I k,k′

n,g | V1 = {vk}1⩽k⩽j , ηvk,1(1) = ηk)

≪ min{(|g + ηk′ |+ 1)ec2(g+ηk′ ), 1} ×

{
n3/2ec2(g+ηk)φn,δ(∥u∥ /2) if ∥η̂k∥ ⩽ ∥u∥ /2;
(log n)(log n− g)ec2(g+ηk)n−

d−1
2 if ∥η̂k∥ > ∥u∥ /2.

This part of the sum is then controlled by

∞∑
j=2

pjj
2
(
n−

d−1
2 (log n)2(|g|+ 1)ec2gE

[
min{|g + ξ|ec2(g+ξ), 1}

]
E[ec2ξ1{∥η̂k∥>∥u∥/2}]

+ n3/2ec2(g+ηk)φn,δ(
∥u∥
2

)E
[
min{|g + ξ|ec2(g+ξ), 1}

])
≪ n3/2φn,δ(∥u∥)(|g|+ 1)2e2c2g,

where the δ may vary from line to line. The rest of the argument follows analogously as the case ∥u∥ ⩽
√
n log n.

D A conditional local CLT (for general jumps)
In this appendix, we prove a more general version of Lemma 9, which deals with a general increment distribution

ξ that may not be spherically symmetric (see the discussion in Section 4). The result is indeed an application of
Petrov’s theorem [37] and a change of measure argument, while we include the details for completeness. Recall the
setting below (3) of the law ξ. If ξ is spherically symmetric, we have ĉ1 = c1 and c2 = c2e1.

Define the set
B̃c2(x; r) :=

{
x+ sc2 + y : y · c2 = 0, ∥y∥ ⩽ r, |s| ⩽ r

}
, r > 0

and (for this appendix only)

t̃x :=
x

ĉ1
+

d+ 2

2ĉ1∂x1 Î(ĉ1,0)
log x− (log x)2.

Lemma 9 then follows from the next result.13

Lemma 30 (conditional local CLT). Fix L, r > 0. Uniformly for λ(x) = O((log x)L),

P
(
λ(x) + St̃x ∈ B̃c2(x; r) | (λ(x) + St̃x) · c2 ∈ [xc2 · e1 − r, xc2 · e1 + r]

)
≍ x−

d−1
2 .

Proof. Let Λ(λ) = log ϕξ(λ) = logE[eλ·ξ] be the log-moment generating function of ξ. The measure Q defined by

dQ
dP

(x) := ec2·x−Λ(c2) (76)

satisfies that under Q, {ξi}i∈N are i.i.d. with mean (ĉ1,0) ∈ Rd. In other words, under Q, the random walk
{S̃n} := {Sn − n(ĉ1,0)} is centered.

13When applying the next result to prove Theorem 2, one picks r small enough (depending only on c2) such that B̃c2 (x; r) ⊆ Bx.
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By assumption (A5), the law of ξ under P is non-lattice. It follows by definition and triangle inequality that
the law of ξ (and hence of its projection ξ · c2) under Q is also non-lattice. By the local CLT,

P
(
(λ(x) + St̃x) · c2 ∈ [xc2 · e1 − r, xc2 · e1 + r]

)
≍ et̃xΛ(c2)−(xe1−λ(x))·c2Q

(
(λ(x) + St̃x) · c2 ∈ [xc2 · e1 − r, xc2 · e1 + r]

)
≍ et̃xΛ(c2)−(xe1−λ(x))·c2Q

(∣∣∣S̃t̃x · c2 −
(
(ĉ1(log x)

2 − d+ 2

2∂x1 Î(ĉ1,0)
log x) e1 · c2 − λ(x) · c2

)∣∣∣ ⩽ r
)

≍ et̃xΛ(c2)−(xe1−λ(x))·c2x−
1
2 .

Similarly, using the multi-dimensional local CLT,

P
(
λ(x) + St̃x ∈ B̃c2

(x; r)
)
≍ et̃xΛ(c2)−(xe1−λ(x))·c2Q

(
λ(x) + St̃x ∈ B̃c2

(x; r)
)

≍ et̃xΛ(c2)−(xe1−λ(x))·c2x−
d
2 .

This completes the proof.
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