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#### Abstract

We investigate the low moments $\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right], 0<q \leqslant 1$ of secular coefficients $A_{N}$ of the critical non-Gaussian holomorphic multiplicative chaos, i.e. coefficient of $\left\{z^{N}\right\}$ in the power series expansion of $\exp \left(\sum_{k=1}^{\infty} X_{k} z^{k} / \sqrt{k}\right)$, where $\left\{X_{k}\right\}_{k \geqslant 1}$ are i.i.d. rotationally invariant unit variance complex random variables. Inspired by Harper's remarkable result on random multiplicative functions, Soundararajan and Zaman recently showed that if each $X_{k}$ is standard complex Gaussian, $A_{N}$ features better-than-square-root cancellation: $\mathbb{E}\left[\left|A_{N}\right|^{2}\right]=1$ and $\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right] \asymp(\log N)^{-q / 2}$ for fixed $q \in(0,1)$ as $N \rightarrow \infty$. We show that this asymptotic holds universally if $\mathbb{E}\left[e^{\gamma\left|X_{k}\right|}\right]<\infty$ for some $\gamma>2 q$. As a consequence, we establish the universality for the sharp tightness of the normalized secular coefficients $A_{N}(\log (1+N))^{1 / 4}$ of critical holomorphic chaos, generalizing a result of Najnudel, Paquette, and Simm. Moreover, we completely characterize the asymptotic of $\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right]$ for $\left|X_{k}\right|$ following a stretched exponential distribution with an arbitrary scale parameter, which exhibits a completely different behavior and underlying mechanism from the universality regime. As a result, we unveil a doublelayer phase transition, occurring at exponential-type tails and exponential tails of parameter $2 q$. Our proofs combine the robustness of Harper's multiplicative chaos approach and a careful analysis of the (possibly random) leading terms in the monomial decomposition of $A_{N}$.
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## 1 Introduction

For trigonometric polynomials $\phi$ on the unit disc $\mathbb{D}$ and a fixed constant $\theta>0$, the holomorphic multiplicative chaos $\mathrm{HMC}_{\theta}$ is defined as a random distribution

$$
\begin{equation*}
\left(\operatorname{HMC}_{\theta}, \phi\right):=\lim _{r \uparrow 1} \frac{1}{2 \pi} \int_{-\pi}^{\pi} \exp \left(\sqrt{\theta} \sum_{k=1}^{\infty} \frac{X_{k}}{\sqrt{k}}\left(r e^{i \vartheta}\right)^{k}\right) \overline{\phi\left(r e^{i \vartheta}\right)} \mathrm{d} \vartheta \tag{1}
\end{equation*}
$$

where $\left\{X_{k}\right\}_{k \geqslant 1}$ is a sequence of i.i.d. rotationally invariant unit variance complex random variables. The existence and uniqueness of the limit is straightforward for trigonometric polynomials since it is determined by the secular coefficients

$$
\begin{equation*}
A_{N}:=\left(\mathrm{HMC}_{\theta}, \vartheta \mapsto e^{i N \vartheta}\right)=\left[z^{N}\right] \exp \left(\sqrt{\theta} \sum_{k=1}^{\infty} \frac{X_{k}}{\sqrt{k}} z^{k}\right), \quad N \in \mathbb{N}, \tag{2}
\end{equation*}
$$

where $\left[z^{N}\right] f(z)$ denotes the coefficient of $z^{N}$ in the power series expansion of $f$ around $z=0$, i.e.,

$$
\exp \left(\sqrt{\theta} \sum_{k=1}^{\infty} \frac{X_{k}}{\sqrt{k}} z^{k}\right)=\sum_{N=0}^{\infty} A_{N} z^{N}
$$

For instance, $A_{2}=\theta X_{1}^{2} / 2+X_{2} \sqrt{\theta / 2}$.
The case of a general $\theta$ where $X_{k}$ is standard complex Gaussian has been recently investigated by Najnudel, Paquette, and Simm [40], where the random measure (1) is defined in (1.11) therein as a distributional limit of the characteristic polynomial of $\mathrm{C} \beta \mathrm{E}$ inside the unit disc $(\beta=2 / \theta)$ and belongs to the Sobolev space $H^{s}$ almost surely for any $s<s(\theta)$, see Theorem 1.4 therein. The critical case of $\theta=1$ is of particular interest, due to its connections to the Circular Unitary Ensemble (CUE) and random multiplicative functions. Moreover, the behavior of secular coefficients is more subtle in the critical case. We summarize the relevant literature in Section 1.2.

In this work, our main focus will be the critical case $\theta=1$. If each $X_{k}$ is standard complex Gaussian, $\mathrm{HMC}_{1}$ is defined on the real line as a version of the (critical) complex Gaussian multiplicative chaos in Theorems 1.2 and 1.3 of Saksman and Webb [47] (denoted by $\eta$ therein) as a distributional limit of the characteristic polynomial of the CUE inside the disc $\mathbb{D}$ and that of a randomized model of Riemann zeta function. They also showed that $\mathrm{HMC}_{1}$ belongs to the Sobolev space $H^{-s}$ almost surely for any $s>1 / 2$. Recently, the work of Soundararajan and Zaman [50] studied the low moments $\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right], q \in(0,1]$ of secular coefficients of $\mathrm{HMC}_{1}$ as a model problem for multiplicative chaos in number theory. By exploiting the connections to Harper's remarkable result [28] on "better-than-square-root" cancellation for random multiplicative functions, they proved the following.

Theorem 1.1 (Theorem 2.1 of [50]). For standard complex Gaussian variables $\left\{X_{k}\right\}_{k \geqslant 1}$ and $\theta=1$, uniformly in $q \in(0,1]$ and $N \geqslant 1$,

$$
\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right] \asymp\left(\frac{1}{1+(1-q) \sqrt{\log N}}\right)^{q}
$$

In other words, $A_{N}$ is typically smaller than what one expects from applying Hölder's inequality to its second moment, indicating a complicated limiting behavior for secular coefficients at $\theta=1$. The parallel work of [40] also established the sharp tightness of the secular coefficients.

Theorem 1.2 (Theorem 1.11 of [40]). If $\theta=1$, both the families $\left\{A_{N} /(\log (1+N))^{-1 / 4}\right\}_{N \in \mathbb{N}}$ and $\{(\log (1+$ $\left.N))^{-1 / 4} / A_{N}\right\}_{N \in \mathbb{N}}$ are tight.

In this article, we consider the low moments $\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right]$ when $\left|X_{k}\right|$ follows a generic distribution and establish the full universality result of their asymptotics, together with a subtle double-layer phase transition associated with the tail of $\left|X_{k}\right|$. Our main theorem below generalizes Theorem 1.1 and shows that new phenomenon of super-exponential cancellation (that is, $\left(\mathbb{E}\left[\left|A_{N}\right|\right]\right)^{2} / \mathbb{E}\left[\left|A_{N}\right|^{2}\right]$ decays (super-)exponentially as $N \rightarrow \infty$ ) emerges as the tail of $\left|X_{k}\right|$ becomes heavier. Finally, as a corollary, we obtain a universality result for the tightness of secular coefficients of non-Gaussian holomorphic chaos, extending Theorem 1.2.

### 1.1 Statement of main results

We now set the stage for our main results. Let $\left\{\tau_{k}\right\}$ be i.i.d. uniformly distributed on $[-\pi, \pi)$ and $\left\{R_{k}\right\}$ be i.i.d. real random variables with $\mathbb{E}\left[\left|R_{k}\right|^{2}\right]=1$ and independent from $\left\{\tau_{k}\right\}$. Let $X_{k}=e^{i \tau_{k}} R_{k}$. We may assume that $R_{k}$ is symmetric by a standard symmetrization procedure. We introduce a few short-hand notations for the cases of interest:

- $\left(q\right.$-LT) For a given $q \in(0,1], R_{k}$ has a finite $\gamma$-exponential moment for some $\gamma>2 q$. That is, $\mathbb{E}\left[e^{\gamma\left|R_{k}\right|}\right]$ is finite for some $\gamma>2 q$.
- (EXP) $R_{k}$ is a two-sided shifted exponential random variable with unit variance. That is, $\mathbb{P}\left(\left|R_{k}\right| \geqslant u\right)=$ $\exp \left(-\gamma\left(u-c_{\gamma}\right)\right) \wedge 1$ for $u \geqslant 0$, where $\gamma \in(0,2 q]$ and $c_{\gamma}:=\log \left(\gamma^{2} / 2\right) / \gamma$;
- (SE) $R_{k}$ follows a (symmetric) stretched exponential distribution with exponent $p \in(0,1)$, i.e. $\mathbb{P}\left(\left|R_{k}\right| \geqslant\right.$ $u)=\exp \left(-\left(u / c_{p}\right)^{p}\right)$ for $u \geqslant 0$, where $c_{p}:=(2 \Gamma(2 / p) / p)^{-1 / 2}$.
Here, we have implicitly imposed the constraints on the law of $R_{k}$ that $R_{k}$ is symmetric and $\mathbb{E}\left[\left|R_{k}\right|^{2}\right]=1$, which explains the shift $c_{\gamma}$ and the scaling parameter $c_{p}$.

The cases (EXP) and (SE) are introduced as prototypes, where we do not attempt to achieve the greatest generality by considering the largest class of laws. Indeed, our proofs only rely on the absolute moment asymptotics of $X_{1}$ (along with rotational symmetry and the unit variance property). Our main results are as follows.

Theorem 1.3 (First phase transition). (i) Fix any $q \in(0,1]$. Suppose that condition ( $q-L T$ ) holds for the i.i.d. input $\left\{X_{k}=e^{i \tau_{k}} R_{k}\right\}$. We have

$$
\begin{equation*}
\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right] \asymp\left(\frac{1}{1+(1-q) \sqrt{\log N}}\right)^{q} \tag{3}
\end{equation*}
$$

(ii) Fix any $q>0$. Suppose that (SE) holds for the i.i.d. input $\left\{X_{k}=e^{i \tau_{k}} R_{k}\right\}$. It holds that

$$
\begin{equation*}
\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right]=(1+o(1))(2 \pi)^{1 / 2-q} \sqrt{\frac{2 q}{p}}\left(\frac{2 q c_{p}^{p}}{p e^{1-p}}\right)^{2 q N / p} N^{1 / 2-q+2 q N(1 / p-1)} \tag{4}
\end{equation*}
$$

The asymptotic (3) shows that the better-than-square-root cancellation phenomenon can still be quantitatively analyzed for non-Gaussian inputs in (2) under a suitable light-tailed assumption. This considerably extends the results in the Gaussian case (cf., Theorem 1.1). The result of (4) in the heavy-tailed case indicates that the Gaussian-type behavior is limited to light-tailed distributions and does not apply in general to heavier tails (say, heavier than the exponential distribution). This gives rise to a phase transition in the thickness of the tail of $\left|R_{k}\right|$, leading naturally to the question of the primary criticality: case (EXP). The following result completely characterizes the behavior in this critical phase, showcasing a second phase transition within this critical phase.

Theorem 1.4 (Second phase transition). Fix $q \in(0,1]$. Suppose that (EXP) holds for the i.i.d. input $\left\{X_{k}=\right.$ $\left.e^{i \tau_{k}} R_{k}\right\}$. It holds that if $\gamma<2 q$,

$$
\begin{equation*}
\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right] \asymp N^{1 / 2-q}\left(\frac{2 q}{\gamma}\right)^{2 q N} \tag{5}
\end{equation*}
$$

if $\gamma=2 q$,

$$
\begin{equation*}
\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right] \asymp \frac{N^{1-q+q^{2} / 2}}{(1+(1-q) \sqrt{\log N})^{q}} \tag{6}
\end{equation*}
$$

and if $\gamma>2 q$,

$$
\begin{equation*}
\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right] \asymp\left(\frac{1}{1+(1-q) \sqrt{\log N}}\right)^{q} \tag{7}
\end{equation*}
$$

Indeed, (7) follows directly from Theorem 1.3 (i), and is included here for the sake of completeness. The critical phase (EXP) showcases a further phase transition. There exists a critical moment exponent, which coincides with the parameter of the (shifted) exponential distribution $\left|R_{k}\right|$, that governs the asymptotic of the moments: Gaussian-type asymptotic of Theorem 1.1 below such exponent ( $\gamma>2 q$ ) and exponential growth of moments above the exponent $(\gamma<2 q)$. At the secondary criticality, where the moment exponent coincides with the parameter of the exponential distribution $(\gamma=2 q)$, the moment exhibits a regularly varying growth in $N$.

To visualize the double-layer phase transition, we may restrict the class ( $q$-LT) to laws satisfying

$$
\begin{equation*}
\mathbb{P}\left(\left|X_{k}\right|>t\right) \asymp \exp \left(-\gamma t^{p}\right) \tag{8}
\end{equation*}
$$

as $t \rightarrow \infty$ for some $\gamma>0$ and $p \geqslant 1$. In this setting, the phases of (EXP), (SE), and restricted ( $q$-LT) have the alternative representation (8) for some $\gamma, p>0$, and the pair ( $\gamma, p$ ) uniquely determines which phase the distribution of $R_{k}$ belongs to. Figure 1 shows the phase diagram that illustrates our main results. Note that $\gamma$
is only effective in the phase diagram when $p=1$.


Figure 1: An illustration of the phase transitions of low moments for secular coefficients depending on the law of $\left|X_{1}\right|$ and the moment exponent $(2 q)$. The tail satisfying $-\log \mathbb{P}\left(\left|X_{1}\right|>t\right) \asymp t^{p}$ is heavier on the left side and lighter on the right. The blue regime refers to the universality phase, i.e. $(q-L T)$ case, while the green and red regimes correspond respectively to the (SE) case and (EXP) case with $\gamma<2 q$. The purple dashed line refers to the second order critical phase with $\mathbb{P}\left(\left|X_{1}\right|>t\right) \asymp \exp (-\gamma t)$ where $\gamma=2 q$.

As a consequence of Theorem 1.3, we find the typical order of magnitude of $A_{N}$ by considering the tightness of the family $\left\{A_{N} / w_{N}\right\}_{N \in \mathbb{N}}$ for some deterministic sequence $w_{N}$, generalizing Theorem 1.2. Our result only requires the existence of some exponential moment.
Corollary 1.5. Suppose that there exists $\varepsilon>0$ such that $\mathbb{E}\left[e^{\varepsilon\left|X_{k}\right|}\right]<\infty$ for the i.i.d. input $\left\{X_{k}=e^{i \tau_{k}} R_{k}\right\}$. The followings hold:
(i) for $w_{N}=(\log (1+N))^{-1 / 4},\left\{A_{N} / w_{N}\right\}_{N \in \mathbb{N}}$ is tight;
(ii) for $w_{N}=o\left((\log (1+N))^{-1 / 4}\right)$, $\left\{A_{N} / w_{N}\right\}_{N \in \mathbb{N}}$ is not tight.

Proof. Suppose that $\mathbb{E}\left[e^{\varepsilon\left|X_{k}\right|}\right]<\infty$. The claim (i) is a direct consequence of Theorem 1.3 (i) applied with $q=\varepsilon / 3$, and Markov's inequality applied to $\left|A_{N}\right|^{\varepsilon / 3}$. For (ii), we apply the Paley-Zygmund inequality to $\left|A_{N}\right|^{\varepsilon / 3}$, which gives that for some large constant $C(\varepsilon)>0$, uniformly in $N$,

$$
\mathbb{P}\left(\left|A_{N}\right|>\frac{(\log N)^{-1 / 4}}{C(\varepsilon)}\right) \geqslant \mathbb{P}\left(\left|A_{N}\right|^{\varepsilon / 3}>\frac{\mathbb{E}\left[\left|A_{N}\right|^{\varepsilon / 3}\right]}{2}\right) \geqslant \frac{\left(\mathbb{E}\left[\left|A_{N}\right|^{\varepsilon / 3}\right]\right)^{2}}{4 \mathbb{E}\left[\left|A_{N}\right|^{2 \varepsilon / 3}\right]} \geqslant \frac{1}{C(\varepsilon)},
$$

where the last step follows from Theorem 1.3 (i).
In what follows, we attempt to unveil the intricacies behind the distinct phases, without involving too much technicality. The approach of [50] in the Gaussian case is to connect $\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right]$ to low moments of the total mass of a suitably constructed (finite) multiplicative chaos, of the form

$$
\begin{equation*}
\mathbb{E}\left[\left(\int_{-\pi}^{\pi}\left|\prod_{k=1}^{K} \exp \left(\frac{X_{k} r^{k} e^{i k \theta}}{\sqrt{k}}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \quad \text { where } \quad K \in \mathbb{N}, q \in(0,1], \text { and } r \in\left[e^{-1 / K}, e^{1 / K}\right] . \tag{9}
\end{equation*}
$$

However, as the tail of $\left|X_{k}\right|$ becomes heavier, the contribution of the random variable $X_{1}$ in (9) becomes more prominent and will need to be isolated from other variables $\left\{X_{k}\right\}_{k \geqslant 2}$. In the cases of (SE) and (EXP) with $\gamma<2 q$, our proofs depend on a delicate but direct analysis of such domination effect of $X_{1}$, without delving into multiplicative chaos. The secondary critical case ((EXP) with $\gamma=2 q$ ) turns out more intricate and requires both the domination effect and the analysis of critical multiplicative chaos. In this scenario, even speculating the correct asymptotic is a non-trivial task.

Our approach is to first condition on $\left|X_{1}\right|$ (or equivalently, $\left|R_{1}\right|$ ) before connecting $\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right]$ to multiplicative chaos. This reduces our problem into studying the low moments of a randomly weighted total mass of a multiplicative chaos, of the form

$$
\begin{equation*}
\mathbb{E}\left[\left(\int_{-\pi}^{\pi}\left|U(\theta) \times \prod_{k=2}^{K} \exp \left(\frac{X_{k} r^{k} e^{i k \theta}}{\sqrt{k}}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \quad \text { where } \quad K \in \mathbb{N}, q \in(0,1], r \in\left[e^{-1 / K}, e^{1 / K}\right] \tag{10}
\end{equation*}
$$

and the (random) weight function $U(\theta)$ ensembles a discrete Fourier transform of a random function sufficiently close to a scaled Gaussian density, evaluated at the random frequency $\theta+\tau_{1}$, where $\tau_{1}$ is uniformly distributed on $[-\pi, \pi]$. Intuitively, $U(\theta)$ arises from the remaining randomness of $\tau_{1}$ after conditioning on $\left|R_{1}\right|$. To study the magnitude of (10), we need both a careful analysis of $U(\theta)$ and a uniform version of the estimates of the partial mass of the multiplicative chaos,

$$
\mathbb{E}\left[\left(\int_{I}\left|\prod_{k=1}^{K} \exp \left(\frac{X_{k} r^{k} e^{i k \theta}}{\sqrt{k}}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right]
$$

where $I$ is an interval in $[-\pi, \pi]$ whose length is of a much smaller order. That is, the integration range in (9) is restricted to a smaller interval, and the difficulty lies in obtaining uniformity in all those intervals of suitable length.

A more detailed description of our approach can be found in Section 2.2, where we also discuss intuitively how the regularly varying formula in (6) arises.

### 1.2 Related works and outlook

In this section, we exploit a few connections of holomorphic multiplicative chaos to random matrix theory and number theory. Along the way, we also discuss a few further directions of interest that are beyond the scope of this paper.

Connections to random matrix theory. $\mathrm{HMC}_{\theta}$ with Gaussian inputs $\left\{X_{k}\right\}_{k \geqslant 1}$ is closely related to random matrix theory, especially to the characteristic polynomial of circular $\beta$ ensemble $(\mathrm{C} \beta \mathrm{E})$ with $\theta=2 / \beta$. A joint distribution of $N$ points with parameter $\beta>0$ is said to be $\mathrm{C} \beta \mathrm{E}$ if

$$
\mathrm{C} \beta \mathrm{E}_{N}\left(\theta_{1}, \ldots, \theta_{N}\right) \propto \mathbb{1}_{\left\{\forall j \in\{1, \ldots, N\}, \theta_{j} \in[-\pi, \pi)\right\}} \prod_{1 \leqslant j<k \leqslant N}\left|e^{i \theta_{j}}-e^{i \theta_{k}}\right|^{\beta},
$$

and for $\beta=1,2,4$, it is also known as circular orthogonal/unitary/symplectic ensembles (COE/CUE/CSE), respectively. For $\beta=2$ (CUE), it is the distribution of the eigenvalues of a Haar-distributed unitary matrix, and for $\beta \neq 2$, [34] constructed explicit matrix models such that $\mathrm{C} \beta \mathrm{E}$ resembles the law of eigenvalues of some random matrix $U_{N}^{(\beta)}$. Therefore, we can define and study the characteristic polynomial

$$
\chi_{N}^{(\beta)}(z)=\operatorname{det}\left(I-z U_{N}^{(\beta)}\right)=\sum_{n=0}^{N} a_{n}^{(N, \beta)} z^{n}
$$

on the unit circle $\mathbb{T}=\{z \in \mathbb{C}:|z|=1\}$. We may drop the superscripts if $\beta=2$.
Secular coefficients $a_{n}^{(N)}$ of $\chi_{N}$ were first explicitly studied, to our best knowledge, by Haake, Kus, and Sommers [26], where they delved into various theoretical and numerical properties of secular coefficients for CUE, including an explicit formula of the second moment. Later, Diaconis and Gamburd [18] computed ( $2 k$ )th absolute moments of secular coefficients $a_{n}^{(N)}$ of CUE in terms of magic squares, which is the number of $N \times N$ square matrices with nonnegative integer entries summing up to $n$ in each row and column. For a fixed $n$, the convergence result of $a_{n}^{(N, \beta)}$ is established via the formula connecting it to the first $n$ power traces $T_{k}:=\operatorname{Tr}\left(\left(U_{N}^{(\beta)}\right)^{k}\right):$

$$
a_{n}^{(N, \beta)}=\frac{1}{n!} \operatorname{det}\left(\begin{array}{ccccc}
T_{1} & 1 & 0 & \ldots & 0 \\
T_{2} & T_{1} & 2 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
T_{n-1} & T_{n-2} & T_{n-3} & \ldots & n-1 \\
T_{n} & T_{n-1} & T_{n-2} & \ldots & T_{1}
\end{array}\right) \text {, }
$$

along with the convergence result for power traces by Diaconis and Shahshahani [19] for $\beta=2$, and Jiang and Matsumoto [33] for a generic $\beta>0$ that jointly,

$$
\left\{T_{k}\right\}_{k=1}^{n} \Longrightarrow \sqrt{\frac{2}{\beta}}\left\{\sqrt{k} \mathcal{N}_{k}^{\mathbb{C}}\right\}_{k=1}^{n}, N \rightarrow \infty
$$

where $\left\{N_{k}^{\mathbb{C}}\right\}_{k=1}^{n}$ are i.i.d. standard complex Gaussian variables. A natural question to ask is whether we can find connections between other ensembles of random matrices and non-Gaussian $\mathrm{HMC}_{\theta}$, mirroring Theorem 1.3 of [40].

Question 1. Find other ensembles of random matrices $V_{N}^{(\theta)}$ such that its characteristic polynomial converges (in some sense) to $\exp \left(\sqrt{\theta} \sum_{k \geqslant 1} X_{k} z^{k} / \sqrt{k}\right)$ uniformly in $|z| \leqslant r$, for any $r \in(0,1)$.

Recently, Najnudel, Paquette, and Simm [40] established the convergence of $a_{n}^{(N, \beta)} / \sqrt{\mathbb{E}\left[\left(a_{n}^{(N, \beta)}\right)^{2}\right]}$ as $n, N \rightarrow \infty$ jointly for $\beta>4(0<\theta<1 / 2)$, and expressed the limiting object in terms of the total mass of a Gaussian multiplicative chaos (GMC). Moreover, [40] also established tightness for a general $\beta>0$. As an example, for $\beta=2$ they showed that $\left\{(\log n)^{1 / 4} a_{n}^{(N)}: N \geqslant 2 n\right\}$ and $\left\{(\log n)^{-1 / 4} / a_{n}^{(N)}: N \geqslant N_{0}(n)\right\}$ are both tight (for some $N_{0}(n)$ growing faster than $n \sqrt{\log n}(\log \log n)$ ). While the normalization and limiting behavior are not clear yet in the critical case $(\theta=1)$, a question of universality and phase transition could be asked reminiscent of our Theorem 1.3 and 1.4.

Question 2. When $\theta=1$, does the limiting theorem (if any) for $A_{N}$ hold not just for standard complex Gaussian variables $X_{k}$ but for every rotationally invariant, unit variance sub-exponential distribution? If the tail of $\left|X_{k}\right|$ gets heavier and reaches the (SE) phase, is there a phase transition in the limiting behaviors as well?

Finally, we briefly summarize some related works along the journey of studying characteristic polynomials of random matrices. Gaussian multiplicative chaos (GMC) and log-correlated Gaussian fields (LCGF) arise naturally and are of growing interest. The first of such is the celebrated work of Hughes, Keating, and O'Connell [32], in which the LCGF $G^{\mathbb{C}}(z)=\sum_{k=1}^{\infty} \mathcal{N}_{k}^{\mathbb{C}} / \sqrt{k} z^{k}$ is introduced as the limiting object of log-characteristic polynomial of CUE. For general surveys on LCGF, see [21]. Meanwhile, convergence results towards GMC are established in $[15,41,52]$ for characteristic polynomial of $\mathrm{C} \beta \mathrm{E}$ on the unit circle. For general surveys on GMC, see [44, 45]. For general connections between random matrices and GMC, we refer to [16] and references therein.

Additionally, another set of studies gathering rising attention is inspired by the influential works of Fyodorov, Hiary, and Keating [23, 24]; see [3, 10, 14, 17, 35, 36, 38, 41, 42, 43, 52] for a non-comprehensive list of studies motivated by a conjecture in $[23,24]$ about the maximum of characteristic polynomial of CUE.

Connections to number theory. A random multiplicative function is a completely multiplicative function $f: \mathbb{N} \rightarrow \mathbb{C}$, where $f(p)$ are i.i.d. random variables for primes $p$ and $f(m n)=f(m) f(n)$ for $m, n \in \mathbb{N}$. An important application is modeling arithmetic functions, such as Dirichlet characters (Steinhaus case, with $f(p)$ uniformly distributed on the unit circle $\mathbb{T}$ ) and the Möbius function (Rademacher case, with $f(p)$ uniformly distributed on $\{ \pm 1\}$ and supported on square-free numbers). The recent celebrated work of Harper [28] investigated the better-than-square-root cancellation phenomenon of random multiplicative functions through computing low moments of the partial sums, thus resolving Helson's conjecture [31]. More precisely, [28] showed that

$$
\mathbb{E}\left[\left|\sum_{n \leqslant x} f(n)\right|\right] \asymp \frac{\sqrt{x}}{(\log \log x)^{1 / 4}},
$$

while $\mathbb{E}\left[\left|\sum_{n \leqslant x} f(n)\right|^{2}\right] \asymp x$. Harper's approach elegantly connects random multiplicative functions and critical multiplicative chaos, which we summarize in Section 2.2. For further advances on random multiplicative functions, we refer to $[13,29,30,49,54]$ and the references therein.

The recent work of Soundararajan and Zaman [50] proposed that the secular coefficients $A_{N}$ of Gaussian $\mathrm{HMC}_{1}$ constitute a model that describes the mathematical structure of (Steinhaus) random multiplicative functions. As commented in [50], the same model also serves as the function field counterpart of Harper's result [28], as follows. Let $\mathcal{M}_{n}$ denote the set of monic polynomials of degree $n$ over the ring $\mathbb{F}_{q}[t]$ where $q$ is a prime power and $\mathbb{F}_{q}$ is a finite field with $q$ elements. Consider a random multiplicative function $f$ on $\mathbb{F}_{q}[t]$ defined analogously. It follows that if $\bar{A}_{n}=q^{-n / 2} \sum_{F \in \mathcal{M}_{n}} f(F)$, then

$$
\sum_{n=0}^{\infty} \bar{A}_{n} z^{n}=\exp \left(\sum_{k=1}^{\infty} \frac{\bar{X}_{k}}{\sqrt{k}} z^{k}\right) \quad \text { where } \quad \bar{X}_{k}=\frac{\sqrt{k}}{q^{k / 2}} \sum_{\substack{P \text { irred. } \\ \text { degg } \\ r=k / \operatorname{deg}(P)}} \frac{f(P)^{r}}{r} .
$$

Therefore, we expect an analogy between the $\bar{A}_{n}$ (in the limit case of $q \rightarrow \infty$ ) and the secular coefficients $A_{n}$ defined in (2). We refer to the introduction of [50] for related discussions around this analogy. Admittedly, we have not found a framework that relates partial sums of random multiplicative functions to secular coefficients arising from non-Gaussian chaos, and we wonder if an explicit connection can be made. We speculate that such a connection might arise by considering some structured sparse partial sum with heavy-tailed inputs $\{f(P)\}$.

Question 3. Find an analogue of secular coefficients arising from non-Gaussian chaos in the field of random multiplicative functions.

The secular coefficients $\left\{A_{N}\right\}_{N \geqslant 0}$ (with Gaussian inputs $\left\{X_{k}\right\}_{k \geqslant 1}$ ) capture other aspects of random multiplicative functions as well, such as almost sure fluctuations. For instance, [13] established the almost sure upper bound $\left|\sum_{n \leqslant x} f(n)\right| \ll \sqrt{x}(\log \log x)^{1 / 4+\varepsilon}$ for random multiplicative functions $f$, which mirrors the result $\left|A_{N}\right| \ll(\log N)^{1 / 4+\varepsilon}$ in [12] for secular coefficients. In addition, for any function $V(x) \rightarrow \infty,[30]$ proved the almost sure existence of large values $x$ satisfying $\left|\sum_{n \leqslant x} f(n)\right| \geqslant \sqrt{x}(\log \log x)^{1 / 4} / V(x)$. The parallel for secular coefficients was established by [25]: there exist almost surely large values of $N$ such that $\left|A_{N}\right| \geqslant(\log N)^{1 / 4} / V(N)$. We leave the investigation for the almost sure fluctuations of secular coefficients with non-Gaussian inputs to future research.

Question 4. Establish almost sure upper and lower bounds for secular coefficients arising from non-Gaussian chaos. Characterize a phase transition as the tail of $\left|X_{1}\right|$ becomes heavier.

Let us also mention the work of [1] that numerically computes the secular coefficients in polynomial time, supporting conjectures on finer asymptotics for their low moments. Naturally, one would also ask if the asymptotics in the ( $q$-LT) and (EXP) phases can be improved to $1+o(1)$ asymptotics.
Question 5. Find precise asymptotics of (3), (5), and (6).
Moreover, [1] also conjectured a similar behavior of low moments of secular coefficients for real standard Gaussian or Rademacher inputs $\left\{X_{k}\right\}_{k \geqslant 1}$. While we do not directly resolve their conjecture, we shall illustrate in Remark 4 below that the asymptotics (4) and (5) hold also in the real case, with essentially the same proof. However, this does not apply to (6).
Question 6. Does (3) and (6) of Theorem 1.4 hold if one replaces the complex inputs $\left\{X_{k}\right\}_{k \geqslant 1}$ by their real part $\left\{R_{k}\right\}_{k \geqslant 1}$ ?

Finally, in addition to random multiplicative functions, another significant stream of literature linking critical multiplicative chaos to problems in number theory is the distribution of values of the Riemann zeta function on the critical line. According to the Fyodorov-Hiary-Keating conjecture ([23, 24]), the local maxima of $\log |\zeta(1 / 2+i t)|$ deviate from what one would predict from the Selberg's central limit theorem, due to the log-correlated structure of the zeta values. We refer to $[4,5,6,7,9,27,39,47]$ for the interplay between the Riemann zeta function, multiplicative chaos, and log-correlated fields.

Organization. The rest of this paper is organized as follows. Section 2 is devoted to the intuition of the phase transition regime and the main ideas of the proofs. In Sections 3-5, we consider respectively the ( $q$-LT), (SE), and (EXP) phases. Appendix A is devoted to some technical computations regarding Laplace functionals of $\left\{X_{k}\right\}_{k \geqslant 1}$ under distinct probability measures. Appendix B collects some deterministic calculations.

Notation. For quantities or functions $A, B$, We use Vinogradov's symbol $A \ll B$ (or $A=O(B)$ ) to denote $|A| \leqslant C B$ with some constant $C>0$ that depends only on the distribution of $R_{k}$ (equivalently, $X_{k}$ ) and the moment exponent $q$. Write $A \asymp B$ if $A \ll B \ll A$. If $A(N) / B(N) \rightarrow 0$ we write $A(N)=o(B(N))$. We will denote by $L>0$ a universal constant that may not be the same on each occurrence, where the same applies for $C>0$. Vectors are typically denoted by bold symbols in this paper. Denote by $\Re z$ the real part of a complex number $z$. When dealing with events (or expectations) involving $\left\{\left(R_{k}, \tau_{k}\right)\right\}_{k \geqslant 1}$, we will use $\mathbb{P}$ (or $\mathbb{E}$ ) to denote the original probability measure. We will also use $\mathbb{P}$ to denote the probability measure of any Gaussian random variable (or vector) with a specified mean and variance (or covariance matrix).

## 2 Intuition behind phase transitions and proof strategy

To understand the mechanism behind the phase transition phenomenon for low moments of secular coefficients $A_{N}$, let us first rewrite it in a more tractable form in terms of partitions. By a partition $\lambda$ we mean a non-increasing sequence of integers (parts) $\lambda_{1} \geqslant \lambda_{2} \geqslant \ldots$ with $\lambda_{n}=0$ from some $n$ onward. Let $\mathcal{P}_{N}$ denote the set of all partitions of $N$, and $p_{N}=\left|\mathcal{P}_{N}\right|$. For a partition $\lambda$ and $k \in \mathbb{N}$, we denote by $m_{k}(\lambda)$ the number of parts in $\lambda$ that are equal to $k$, and $|\lambda|$ the sum of the parts in $\lambda$. For example, the all-one partition $\lambda^{*}:=(1, \ldots, 1)$ has $\left|\lambda^{*}\right|=n$ and $m_{k}\left(\lambda^{*}\right)=n \mathbb{1}_{\{k=1\}}$. It follows from (2) that

$$
\exp \left(\sum_{k=1}^{\infty} \frac{X_{k}}{\sqrt{k}} z^{k}\right)=\sum_{\lambda} a(\lambda) z^{|\lambda|}
$$

where the sum is over the set of all partitions and

$$
\begin{equation*}
a(\lambda):=\prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!} . \tag{11}
\end{equation*}
$$

In particular, we arrive at the tractable form as a sum of monomials in $\left\{X_{k}\right\}_{k \geqslant 1}$ :

$$
\begin{equation*}
A_{N}=\sum_{\lambda \in \mathcal{P}_{N}} a(\lambda) \tag{12}
\end{equation*}
$$

We note the orthogonality relation that $\mathbb{E}\left[a(\lambda) \overline{a\left(\lambda^{\prime}\right)}\right]=0$ for $\lambda \neq \lambda^{\prime}$.

### 2.1 A phase transition of the domination regime in the monomial decomposition

In different phases, the quantity $\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right]$ is dominated by different interactions among parts in the sum over partitions of $N$. This can be intuitively seen by comparing the magnitudes of

$$
\begin{equation*}
\mathbb{E}\left[|a(\lambda)|^{2 q}\right]=\prod_{k \geqslant 1} \frac{\mathbb{E}\left[\left|X_{k}\right|^{2 q m_{k}}\right]}{k^{q m_{k}}\left(m_{k}!\right)^{2 q}}, \quad \lambda \in \mathcal{P}_{N} \tag{13}
\end{equation*}
$$

using independence, moment asymptotics for $\left|X_{k}\right|$, and Stirling's approximation (see Chapter 3 of [8])

$$
\begin{equation*}
1<(2 \pi)^{-1 / 2} x^{1 / 2-x} e^{x} \Gamma(x)<e^{1 /(12 x)}, x \geqslant 1 . \tag{14}
\end{equation*}
$$

To be more specific, in the (SE) case,

$$
\begin{equation*}
\mathbb{E}\left[\left|X_{k}\right|^{2 q m_{k}}\right]=\int_{0}^{\infty} e^{-\left(u^{1 /\left(2 q m_{k}\right)} / c_{p}\right)^{p}} \mathrm{~d} u=\frac{2 q m_{k}}{p} c_{p}^{2 q m_{k}} \Gamma\left(\frac{2 q m_{k}}{p}\right) . \tag{15}
\end{equation*}
$$

A finer computation using (14) reveals that $\mathbb{E}\left[|a(\lambda)|^{2 q}\right]$ grows fastest in $N$ when $\lambda=\lambda^{*}=(1, \ldots, 1)$ (i.e. $m_{1}\left(\lambda^{*}\right)=N$ ), and is significantly larger than the (2q)-th moments of $a\left(\lambda^{\prime}\right)$ at any other $\lambda^{\prime} \in \mathcal{P}_{N}$ for $N$ large. Therefore, the moments of $A_{N}$ almost only result from $a\left(\lambda^{*}\right)$, which contains a single random variable $X_{1}$. The same arguments apply to even heavier tails than (SE).

On the other hand, as a prototypical example in the ( $q$-LT) case, we consider the setting where $X_{k}$ is a standard complex Gaussian variable. Computing the absolute moments of Gaussian variables (see e.g. [53]) gives

$$
\mathbb{E}\left[\left|X_{k}\right|^{2 q m_{k}}\right] \asymp 2^{q m_{k}} \Gamma\left(q m_{k}+\frac{1}{2}\right)=o\left(k^{q m_{k}}\left(m_{k}!\right)^{2 q}\right)
$$

indicating that every $\mathbb{E}\left[|a(\lambda)|^{2 q}\right]$ is of a vanishing order and therefore the main contribution to the moments of $A_{N}$ does not arise from a single partition. Instead, [50] found that, as inspired by Harper's remarkable paper on low moments of partial sum of random multiplicative functions [28], the main contribution to the moments of $A_{N}$ (in the complex Gaussian case) comes from those partitions $\lambda$ with a large part, i.e. $\lambda_{1} \geqslant N /(\log N)^{C}$ for some large constant $C>0$, indicating an intricate interplay among all $X_{k}$.

As the exponent $p$ of $\mathbb{P}\left(\left|X_{k}\right|>t\right) \asymp \exp \left(-c t^{p}\right)$ decreases from above 1 (e.g. Gaussian) to below 1 (stretched exponential), the contribution from $X_{1}$ becomes more prominent and experiences a phase transition at $p=1$. At the critical phase of exponential distributions where $\mathbb{P}\left(\left|X_{k}\right|>t\right) \asymp \exp (-\gamma t)$, more elaborate dependence on variables $X_{k}$ emerges. Fix a moment exponent $q \in(0,1]$. If the exponent $\gamma>2 q$, the tail of $X_{k}$ decays fast enough to suppress the growth of each single $\mathbb{E}\left[|a(\lambda)|^{2 q}\right]$. As will be shown in Section 3, the mechanism of Gaussian variables (i.e. ( $q$-LT) case) remains true. If $\gamma<2 q$, on the other hand, the tail decays slowly enough to partially restore the dominance of $a\left(\lambda^{*}\right)$ among all partitions. Now the dominant parts comprise not only the all-one partition $\lambda^{*}$ but also the partitions $\lambda$ with almost all ones, i.e. $m_{1}(\lambda)>N-C_{*}$ for some large constant $C_{*}>0$. This hints at a second phase transition in the behavior of $A_{N}$ and the interplay structure among the i.i.d. inputs $\left\{X_{k}\right\}_{k \geqslant 1}$ at $\gamma=2 q$.

At the secondary criticality where $\mathbb{P}\left(\left|X_{k}\right|>t\right) \asymp \exp (-2 q t)$, a blend of the two aforementioned scenarios
influences the $2 q$-th moment of $A_{N}$. The dominating terms now appear randomly and depend on the value of $\left|R_{1}\right|=\left|X_{1}\right|$. Roughly speaking, on the event that $\left|R_{1}\right|$ is close to a fixed $x_{1} \in[0, N]$, the primary contribution to $\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right]$ stems from the $a(\lambda)$ with $m_{1}(\lambda)$ close to $x_{1}$. After conditioning on $R_{1}$ and fixing $m_{1}(\lambda)$, the rest terms can be described in terms of partitions without ones and will behave similarly as in the ( $q$-LT) case.

### 2.2 Main ideas of the proofs

In the following, we delve into further details of the different cases described by our main results, and illustrate the main ideas of the proofs.
(SE) phase. The orders of the moments $\mathbb{E}\left[\left|X_{k}\right|^{2 q m_{k}}\right]$ are given by (15). Using (14) and that $0<p<1$, one observes that the quantity (13) with $\lambda=\lambda^{*}=(1, \ldots, 1)$ (i.e., $m_{1}\left(\lambda^{*}\right)=N$ ) is of an order larger than that with any other $\lambda \in \mathcal{P}_{N}$ as $N \rightarrow \infty$. This can be directly quantified by Minkowski's inequality for $q>1 / 2$ and concavity for $q \leqslant 1 / 2$.
( $q$-LT) phase, universality. We adapt the proof of [50] to derive the proposed universality result of (3), utilizing also the robustness of the multiplicative chaos approach in computing low moments of random multiplicative functions in [28], together with several new observations and technical improvements. The first observation is that low moments of $A_{N}$ concentrate around partitions with a large part $\lambda_{1}$, similar to the complex Gaussian model. Using our assumption $\mathbb{E}\left[e^{\gamma\left|R_{k}\right|}\right]<\infty$ and Markov's inequality, we have $\mathbb{E}\left[\left|X_{k}\right|^{2 q m_{k}}\right] \leqslant \Gamma\left(2 q m_{k}+1\right) \gamma^{-2 q m_{k}}$. Inserting in (13), it follows from (14) that

$$
\begin{equation*}
\mathbb{E}\left[|a(\lambda)|^{2 q}\right] \leqslant \prod_{k \geqslant 1} \frac{C(2 q / \gamma)^{2 q m_{k}} m_{k}^{1 / 2-q}}{k^{q m_{k}}} \tag{16}
\end{equation*}
$$

Since $\gamma>2 q$, we expect that the contribution from $a(\lambda)$ is small unless $m_{k}$ is in general very small (for instance, $\lambda=(N))$. Indeed, Proposition 3.2 below states that it suffices to consider only partitions $\lambda$ with $\lambda_{1} \geqslant \sqrt{N} / C(q)$ for some large constant $C(q)$.

Next, recalling that $A_{N}$ can be viewed as a "Fourier coefficient" of the holomorphic multiplicative chaos, we may apply Parseval's identity to connect the sum over $\lambda$ to the moments of the total mass of a (finite) multiplicative chaos, which is of the form

$$
\begin{equation*}
\mathbb{E}\left[\left(\int_{-\pi}^{\pi}\left|F_{K}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \quad \text { where } \quad K \in \mathbb{N}, F_{K}(z):=\exp \left(\sum_{k=1}^{K} \frac{X_{k}}{\sqrt{k}} z^{k}\right) \text {, and } r \in\left[e^{-1 / K}, e^{1 / K}\right] \text {. } \tag{17}
\end{equation*}
$$

However, a technical difficulty arises: since we only assumed $(2 q+\varepsilon)$-th exponential moment exists, certain Laplace functionals of $X_{k} / \sqrt{k}$ may not be well-defined for a small $k$. Therefore, it is necessary to eliminate the dependence on $X_{k}$ for small $k$. Fortunately, this is possible by the rotational invariance of $X_{k}$ and using $\gamma>2 q$. Indeed, we show in Section 3.1 that it suffices to study the truncated secular coefficients

$$
\begin{equation*}
A_{N, M_{*}}:=\sum_{\substack{\lambda \in \mathcal{P}_{N} \\ m_{1}=\cdots=m_{M_{*}-1}=0}} a(\lambda)=\sum_{\substack{\lambda \in \mathcal{P}_{N} \\ m_{1}=\cdots=m_{M_{*}-1}=0}} \prod_{k \geqslant M_{*}}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!} \tag{18}
\end{equation*}
$$

of the truncated chaos

$$
\begin{equation*}
F_{K, M_{*}}(z):=\exp \left(\sum_{k=M_{*}}^{K} \frac{X_{k}}{\sqrt{k}} z^{k}\right) \tag{19}
\end{equation*}
$$

Here, $M_{*}$ is a large constant that depends only on $q$ and the law of $X_{1}$. After truncation at $M_{*}$, we can apply Parseval's identity to convert the moments of $A_{N, M_{*}}$ to that of the total mass of $\left|F_{N, M_{*}}\right|^{2}$ over the (scaled) unit circle; see Propositions 3.2 and 3.10 below.

The non-trivial part of (3) is that the low moments of $A_{N}$ (and hence of the total mass of $\left|F_{N, M_{*}}\right|^{2}$ by the aforementioned connection) are asymptotically smaller than those predicted by the second moment (a.k.a. better-than-square-root cancellation). The fundamental reason is that on certain unlikely events, some values of $\left|F_{N, M_{*}}\right|^{2}$ become exceptionally large and dominate the second moment. To intuitively see this, let us consider the following random field

$$
\begin{equation*}
G(z):=\log F_{N, M_{*}}(z)=\sum_{k=M_{*}}^{N} \frac{X_{k}}{\sqrt{k}} z^{k}, z \in \mathbb{T} \tag{20}
\end{equation*}
$$

where $\mathbb{T}$ denotes the unit circle, together with a branching random walk (BRW) analogue which also guides the intuition in (EXP) $\gamma=2 q$ phase. ${ }^{1}$

Since the variance of each summand in (20) is of size $\asymp 1 / k$, it is natural to consider the partial sum over an exponentially growing interval, i.e. $\sum_{k \in\left[e^{n-1}, e^{n}\right)} X_{k} z^{k} / \sqrt{k}$ and rewrite the field as

$$
\begin{equation*}
G(z) \approx \sum_{n=\left\lfloor\log M_{*}\right\rfloor}^{\lfloor\log N\rfloor} Y_{n}(z):=\sum_{n=\left\lfloor\log M_{*}\right\rfloor}^{\lfloor\log N\rfloor}\left(\sum_{k=e^{n-1}}^{e^{n}-1} \frac{X_{k}}{\sqrt{k}} z^{k}\right), z \in \mathbb{T} . \tag{21}
\end{equation*}
$$

The first observation is that for each $z \in \mathbb{T}$, the distribution of each increment $Y_{n}(z)$ approaches a standard complex Gaussian as $n$ increases. Next, if we consider two points $z, z^{\prime} \in \mathbb{T}$ with $\left|z-z^{\prime}\right|$ close to $e^{-m}$, then for $n \leqslant m$, one expects $Y_{n}(z)$ to strongly correlate with $Y_{n}\left(z^{\prime}\right)$. On the other hand, for $n$ much larger than $m$, the increments $Y_{n}(z)$ and $Y_{n}\left(z^{\prime}\right)$ should be sufficiently decorrelated and are asymptotically independent as $n \rightarrow \infty$. From these observations, the random field $G(z)$ on $\mathbb{T}$ can be viewed as a BRW with "e offsprings" and $\lfloor\log N\rfloor$ generations, with standard complex Gaussian increments $Y_{n}(z)$ at each step. The latest common ancestor of $z, z^{\prime} \in \mathbb{T}$ is of generation $-\log \left|z-z^{\prime}\right|$. In other words, the values $G(z)$ and $G\left(z^{\prime}\right)$ share a common part of

$$
\begin{equation*}
\sum_{n=\left\lfloor\log M_{*}\right\rfloor}^{-\log \left|z-z^{\prime}\right|} Y_{n}(z) \approx \sum_{n=\left\lfloor\log M_{*}\right\rfloor}^{-\log \left|z-z^{\prime}\right|} Y_{n}\left(z^{\prime}\right) \tag{22}
\end{equation*}
$$

and the rest are approximately independent. In particular, if $\left|z-z^{\prime}\right|=o(1 / N), G(z)$ is almost indistinguishable from $G\left(z^{\prime}\right)$.

Consequently, an exceptionally large value of (22) will affect a spectrum of $z$ of length $\asymp e^{-m}$, leading to an exceptionally large second moment. To circumvent such an issue, the works of [28] and [50] borrowed a barrier argument from BRW (see e.g. [48]), using a ballot event to discard the (unlikely) large values of (22). Their first step is to view the term $\left|F_{N, M_{*}}\right|^{2}$ as a Girsanov-type change of measure, under which $Y_{n}$ has a non-zero expectation $\mu_{n}$. Next, they set up the barrier event

$$
\mathcal{G}(A ; N):=\left\{\forall \log M_{*}<n \leqslant \log N, \forall z \in \mathbb{T}, \sum_{j=\left\lfloor\log M_{*}\right\rfloor}^{n}\left(Y_{j}(z)-\mu_{j}\right) \leqslant A\right\}
$$

[^1]and show that $\mathcal{G}(A ; N)^{c}$ holds with probability exponentially decaying in $A$. On the event $\mathcal{G}(A ; N)$, one writes
$$
\mathbb{E}\left[\mathbb{1}_{\mathcal{G}(A ; N)}\left|F_{N, M_{*}}\right|^{2}\right]=\mathbb{E}\left[\left|F_{N, M_{*}}\right|^{2}\right] \mathbb{Q}(\mathcal{G}(A ; N)),
$$
where $\mathrm{d} \mathbb{Q} / \mathrm{d} \mathbb{P} \asymp\left|F_{N, M_{*}}\right|^{2}$ and the ballot-type probability $\mathbb{Q}(\mathcal{G}(A ; N))$ accounts for the $(\log N)^{-q / 2}$ correction term arising in (4).

The technical difficulty in carrying over the above arguments to the non-Gaussian case is twofold. First, we need to replace the precise computation of $\mathbb{E}\left[\left|F_{N, M_{*}}\right|^{2}\right]$ in the Gaussian case with a slightly more involved asymptotic computation using Taylor's expansion. This will be detailed in Appendix A. Second, it is harder to quantify the dependence structure within $G(z)$ and $G\left(z^{\prime}\right)$ for $z, z^{\prime} \in \mathbb{T}$ as discussed near (22). To overcome this issue, we apply the slicing argument of [28] and a two-dimensional Berry-Esseen estimate to analyze quantitatively the dependence structure via normal approximation. However, Harper's original proof relies on the double-exponential growth of the number of summands defining $Y_{n}$, which leads to handy convergence results. This approach unfortunately does not suffice as our $Y_{n}$ only consists of an exponential number of summands. Instead, we apply yet another change of measure to re-center the vector $\left(Y_{n}(z), Y_{n}\left(z^{\prime}\right)\right)$ for each pair of $\left(z, z^{\prime}\right)$, which guarantees a good enough quantitative approximation.
(EXP) phase with $\gamma<2 q$. We compute directly that

$$
\begin{equation*}
\mathbb{E}\left[\left|X_{k}\right|^{2 q m_{k}}\right]=2 \int_{c_{\gamma}}^{\infty} u^{2 q m_{k}} \gamma e^{-\gamma\left(u-c_{\gamma}\right)} \mathrm{d} u \asymp \gamma^{-2 q m_{k}} \Gamma\left(2 q m_{k}+1\right), \tag{23}
\end{equation*}
$$

which amounts to (using (14))

$$
\mathbb{E}\left[|a(\lambda)|^{2 q}\right] \asymp \prod_{k \geqslant 1} \frac{\Gamma\left(2 q m_{k}+1\right)}{\gamma^{2 q m_{k}} k^{q m_{k}}\left(m_{k}!\right)^{2 q}} \asymp \prod_{k \geqslant 1} m_{k}^{1 / 2-q}\left(\frac{2 q}{\gamma \sqrt{k}}\right)^{2 q m_{k}} .
$$

Since $\gamma<2 q$, large values of $m_{k}$ are favorable. In other words, partitions $\lambda \in \mathcal{P}_{N}$ with $m_{1}(\lambda)$ close to $N$ dominate. On the other hand, for those $\lambda$, the magnitudes of $\mathbb{E}\left[|a(\lambda)|^{2 q}\right]$ are comparable (contrary to the case of (SE)), and hence a naïve Minkowski's inequality argument (and concavity when $q<1 / 2$ ) similar to the (SE) phase suffices for the upper bound but does not conclude the lower bound.

Observe that for the all-one partition $\lambda^{*}, a\left(\lambda^{*}\right)=X_{1}^{N} / N$ !. It follows that

$$
\begin{equation*}
\mathbb{E}\left[\left|a\left(\lambda^{*}\right)\right|^{2 q}\right]=\mathbb{E}\left[\left|\frac{X_{1}^{N}}{N!}\right|^{2 q}\right] \asymp \frac{1}{(N!)^{2 q}} \int_{0}^{\infty} x^{2 q N} e^{-\gamma x} \mathrm{~d} x \tag{24}
\end{equation*}
$$

The contribution to the latter integral stems mainly from the range where $x$ is close to $2 q N / \gamma$. This motivates us to restrict the expectation $\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right]$ to the event $\left|R_{1}\right|=\left|X_{1}\right| \approx 2 q N / \gamma$. By restricting to such an event, we gain better control of the dominance of $\lambda \in \mathcal{P}_{N}$ with $m_{1}(\lambda)$ close to $N$.

We first use Minkowski's inequality (and concavity when $q<1 / 2$ ) to exclude the partitions $\lambda \in \mathcal{P}_{N}$ with $m_{1}(\lambda) \leqslant N-C_{*}$ for some large constant $C_{*}>0$. For $\lambda$ such that $m_{1}(\lambda)>N-C_{*}$, we may extract a common large power of $\left|X_{1}\right|$, that of $\left|X_{1}\right|^{N-C_{*}}$. Let us restrict to the event $\left|X_{1}\right|=2 q N / \gamma+O(\sqrt{N})$. For the rest power of $\left|X_{1}\right|^{m_{1}(\lambda)-\left(N-C_{*}\right)}$, we may substitute $\left|X_{1}\right|$ with $2 q N / \gamma$ with a negligible error term. This leads to tractable control on

$$
\begin{equation*}
\mathbb{E}\left[\left.\left|X_{1}\right|^{N-C_{*}} \sum_{\substack{\lambda \in \mathcal{P}_{N} \\ m_{1}(\lambda) \geqslant N-C_{*}}} \widetilde{a}(\lambda)\right|^{2 q} \mathbb{1}_{\left\{\left|X_{1}\right| \approx 2 q N / \gamma\right\}}\right], \tag{25}
\end{equation*}
$$

where

$$
\widetilde{a}(\lambda):=\frac{e^{i \tau_{1} m_{1}}|2 q N / \gamma|^{m_{1}-\left(N-C_{*}\right)}}{m_{1}!} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}
$$

The finite sum in (25), which is independent of $R_{1}$, can be separated from the expectation and approximated in $L^{2}$ (for $C_{*}$ large) by an infinite series that one can offer a lower bound in probability.

The above arguments can also be adapted to the case of real inputs $\left\{X_{k}\right\}_{k \geqslant 1}$; see Remark 4 .
(EXP) phase with $\gamma=2 q$. A similar computation as in the case $\gamma<2 q$ using (23) yields

$$
\mathbb{E}\left[|a(\lambda)|^{2 q}\right] \asymp \prod_{k \geqslant 1} \frac{\Gamma\left(2 q m_{k}+1\right)}{\gamma^{2 q m_{k}} k^{q m_{k}}\left(m_{k}!\right)^{2 q}} \asymp \prod_{k \geqslant 1} m_{k}^{1 / 2-q} k^{-q m_{k}}
$$

Compared to the above phases, we observe a new phenomenon here: the main contribution in (12) stems randomly from a spectrum of $\lambda$ in a different way from the other cases. The dominating term cannot be described deterministically and is governed by the random variable $\left|R_{1}\right|=\left|X_{1}\right|$. For $x_{1} \in[0, N]$, conditioned on $\left|R_{1}\right|=x_{1}$, we will show that the sum in (12) contributes mostly when $m_{1}(\lambda)$ is close to $x_{1}$. The contributions from different values of $\left|R_{1}\right|$ can be roughly described by a slowly varying function in $\left|R_{1}\right|$. If both values of $\left|R_{1}\right|$ and $m_{1}$ are fixed, the situation is close to $(q-L T)$ : among partitions of $N-m_{1}$ without ones, those with a large component dominate.

We sketch the ideas for the lower bound of (6), which is the harder part. For $m \in[N / 6, N / 3] \cap \mathbb{Z}$, we consider the disjoint events that $\left|R_{1}\right| \in[m, m+1)$. On such an event, we show that the main contribution to

$$
\begin{equation*}
\mathbb{E}\left[\left|\sum_{\lambda \in \mathcal{P}_{N}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q} \mathbb{1}_{\left\{\left|X_{1}\right| \in[m, m+1)\right\}}\right] \tag{26}
\end{equation*}
$$

stems from the sum over $\lambda$ such that $m_{1}(\lambda)=m+O\left(N^{9 / 10}\right)$, by arguing similarly as (24). Conditioning on $\left|R_{1}\right|=x_{1}$, such quantity can be further rewritten into

$$
\begin{equation*}
\mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\\left|m_{1}(\lambda)-m\right| \leqslant N^{9 / 10}}} u\left(m_{1}\right) \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right] \tag{27}
\end{equation*}
$$

where

$$
u(j)=e^{i j \tau_{1}} \frac{\left|x_{1}\right|^{j-m}}{j!/ m!}
$$

and $x_{1} \in[m, m+1)$. Note that we condition only on $\left|R_{1}\right|$, and $\tau_{1}$ is uniformly distributed on $[-\pi, \pi]$ independent of anything else. The quantity (27) can be viewed as a generalization of $\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right]$ (which is essentially $u(j) \equiv 1$ ). To derive its asymptotic, we need to apply a finer version of the multiplicative chaos approach in the ( $q$-LT) case. First, applying Parseval's identity allows us to reduce our problem into studying the asymptotic of the low moments of a randomly weighted mass of truncated chaos,

$$
\begin{equation*}
\mathbb{E}\left[\left(\int_{-\pi}^{\pi}\left|\widetilde{F}_{K, M_{*}, m}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \tag{28}
\end{equation*}
$$

where

$$
\widetilde{F}_{K, M_{*}, m}(z):=F_{K, M_{*}}(z) \times\left(\sum_{j:|j-m| \leqslant N^{9 / 10}} u(j) z^{j}\right)
$$

cf. (17) and (19). For $r$ close enough to 1 , the second term on the right-hand side with $z=r e^{i \theta}$ can be seen as roughly the discrete Fourier transform of the function $j \mapsto r^{m} m^{j-m} \Gamma(m) / \Gamma(j)$ at frequency $\tau_{1}+\theta$, where one expects that roughly,

$$
\left|\sum_{j:|j-m| \leqslant N^{9 / 10}} u(j)\left(r e^{i \theta}\right)^{j}\right| \asymp \min \left\{\frac{r^{m}}{\left|\tau_{1}+\theta\right|}, \sqrt{N} r^{m}\right\} .
$$

Therefore, it is natural to decompose the integral in (28) depending on the magnitude of $\left|\theta+\tau_{1}\right|$, and reduce the problem to estimating (uniformly) the low moments of the partial mass of the truncated chaos,

$$
\mathbb{E}\left[\left(\int_{|\theta| \leqslant \frac{1}{K_{*}}}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right],
$$

where $K_{*} \ll \sqrt{N}$. This is central to the proof and will be the goal of Section 5.2.2. As an example, we briefly illustrate the ideas behind estimating

$$
\begin{equation*}
\mathbb{E}\left[\left(\int_{|\theta| \leqslant \frac{1}{\sqrt{N}}}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \tag{29}
\end{equation*}
$$

using the afore-mentioned branching random walk analogue. The integration over $\{\theta:|\theta| \leqslant 1 / \sqrt{N}\}$ can be translated as considering only those points $z^{\prime} \in \mathbb{T}$ having the latest common ancestor with $z=0$ of generation no earlier than $(\log N) / 2$, which form a sub-tree of the whole family. This suggests that we should 1 ) consider a decomposition

$$
\begin{equation*}
F_{K, M_{*}}(z)=\bar{F}_{K, M_{*}}(z) \times \underline{F}_{K, M_{*}}(z):=\exp \left(\sum_{k=M_{*}}^{\sqrt{N}} \frac{X_{k}}{\sqrt{k}} z^{k}\right) \times \exp \left(\sum_{k=\sqrt{N}}^{K} \frac{X_{k}}{\sqrt{k}} z^{k}\right) . \tag{30}
\end{equation*}
$$

so that if $|\theta|,\left|\theta^{\prime}\right| \leqslant 1 / \sqrt{N}$, uniformly $\bar{F}_{K, M_{*}}\left(r e^{i \theta}\right) \asymp \bar{F}_{K, M_{*}}\left(r e^{i \theta^{\prime}}\right)$; and 2) the integration of $\underline{F}_{K, M_{*}}$ over $\{|\theta| \leqslant 1 / \sqrt{N}\}$ should parallel that of $F_{K, M_{*}}$ over $\mathbb{T}$, since each sub-tree of a branching random walk can be considered as independently a new BRW with fewer generations. In other words, the term $\bar{F}_{K, M_{*}}\left(r e^{i \theta}\right)$ shares roughly the same value (up to multiplicative constants that are bounded in probability) for all $\theta$ with $|\theta| \leqslant 1 / \sqrt{N}$. This can be quantified using the generic chaining technique, which gives tail bounds of

$$
\sup _{|\theta| \leqslant 1 / \sqrt{N}}\left|\sum_{k=M_{*}}^{\sqrt{N}} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k} e^{i k \theta}-X_{k}\right)\right|
$$

under a suitable change of measure, allowing us to pull the term $\left|\bar{F}_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2}$ out from the integral in (29). With a change of variable $\theta \mapsto \pi \sqrt{N} \theta$, the remaining term

$$
\mathbb{E}\left[\left(\int_{|\theta| \leqslant \frac{1}{\sqrt{N}}}\left|\underline{F}_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \asymp N^{-q / 2} \mathbb{E}\left[\left(\int_{-\pi}^{\pi}\left|\underline{F}_{K, M_{*}}\left(r e^{i \theta /(\pi \sqrt{N})}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right]
$$

shares the same log-correlated structure as the ( $q$-LT) case, and can be analyzed in a similar way. For details we refer to Proposition 5.11, which establishes that roughly,

$$
\mathbb{E}\left[\left(\int_{-\pi}^{\pi}\left|\widetilde{F}_{K, M_{*}, m}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \asymp N^{q^{2} / 2}\left(\frac{r^{2 m} K}{1+(1-q) \sqrt{\log K}}\right)^{q}
$$

Moreover, restricting to the event $\left|X_{1}\right| \in\left[m, m+1\right.$ ) in (26) loses a factor of $m^{-q}$, which can be intuitively verified by the following property of the Gamma function:

$$
\int_{m}^{m+1} e^{-x} x^{m} \mathrm{~d} x \asymp m^{-1 / 2} \int_{0}^{\infty} e^{-x} x^{m} \mathrm{~d} x
$$

Altogether, we obtain

$$
\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right] \gg \sum_{m=N / 6}^{N / 3} \frac{m^{-q} m^{q^{2} / 2}}{(1+(1-q) \sqrt{\log (N-m)})^{q}} \asymp \frac{N^{1-q+q^{2} / 2}}{(1+(1-q) \sqrt{\log N})^{q}},
$$

leading to the lower bound of (6).
The upper bound follows a similar approach: condition on $\left|R_{1}\right|$, construct (27) for all $m \in \mathbb{N}$, use the multiplicative chaos upper bound for the ( $q$-LT) case, and finally apply Minkowski's inequality ( $q \geqslant 1 / 2$ ) or concavity ( $q<1 / 2$ ).

## 3 The universality phase

### 3.1 Reducing the proof to Proposition 3.1

To prove the asymptotics for $\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right]$ under the ( $q$-LT) condition, we first show that, given any constant $M_{*}>0$, removing summands $a(\lambda)$ in $A_{N}$ with $m_{i}(\lambda)=0$ for all $i<M_{*}$ from (12) costs at most a constant factor depending only on the distribution of $X_{k}$ (equivalently $R_{k}$ ), $q$, and $M_{*}$. This will be applied later with $M_{*}$ picked in terms of the distribution of $X_{k}$ and $q$ only. The same idea will be recycled later a few times, for instance, for the (EXP) case with $\gamma=2 q$ in Section 5.2.1.

Recall (18). We use the following proposition on the low moments of $A_{N, M_{*}}$ with a suitable $M_{*}$ to deduce the asymptotics of low moments of $A_{N}$. We will prove the upper and lower bound parts of this proposition in Sections 3.3 and 3.4 respectively.
Proposition 3.1. Fix an integer $M_{*}$ larger than some constant depending only on the distribution of $X_{k}$. For any large $N$ and any $q \in(0,1]$, under ( $q-L T$ ) we have

$$
\mathbb{E}\left[\left|A_{N, M_{*}}\right|^{2 q}\right] \asymp\left(\frac{1}{1+(1-q) \sqrt{\log N}}\right)^{q}
$$

where the implied constants may depend on the distribution of $X_{k}$ (equivalently $R_{k}$ ), $q$, and $M_{*}$, but not on $N$.
Remark 1. The truncation parameter $M_{*}$ is chosen so that every exponential moment regarding $X_{k}$ used in the proof of Proposition 3.1 is finite for any $k \geqslant M_{*}$. It is possible to track down this threshold in terms of the constant $k_{0}$ defined in Lemma A.2, but we omit the work here.

Deducing Theorem 1.3 equation (3) from Proposition 3.1. We first establish the upper bound of $\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right]$. Define

$$
\begin{equation*}
\mathcal{P}_{N, M_{*}}^{<}:=\left\{\left(m_{i}\right)_{1 \leqslant i<M_{*}}: \forall 1 \leqslant i<M_{*}, m_{i} \in\{0, \ldots, N\} \text { and } \sum_{1 \leqslant i<M_{*}} i m_{i}<N\right\} . \tag{31}
\end{equation*}
$$

For $\mathbf{m} \in \mathcal{P}_{N, M_{*}}^{<}$, we define

$$
A_{\mathbf{m} ; N, M_{*}}:=\sum_{\substack{\lambda \in \mathcal{P}_{N} \\\left(m_{1}, \ldots, m_{M_{*}-1}\right)=\mathbf{m}}} a(\lambda) .
$$

In particular, $A_{\mathbf{0} ; N, M_{*}}=A_{N, M_{*}}$. For $q \leqslant 1 / 2$, using concavity we have

$$
\begin{aligned}
\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right] \leqslant & \sum_{\mathbf{m} \in \mathcal{P}_{N, M_{*}}} \mathbb{E}\left[\left|A_{\mathbf{m} ; N, M_{*}}\right|^{2 q}\right]+\sum_{\lambda: \lambda_{1}<M_{*}} \mathbb{E}\left[|a(\lambda)|^{2 q}\right] \\
< & \sum_{\mathbf{m} \in \mathcal{P}_{N, M_{*}}^{<}} \mathbb{E}\left[\left|A_{N-\sum_{j=1}^{M_{*}-1} j m_{j}, M_{*}}\right|^{2 q}\right] \prod_{k=1}^{M_{*}-1} \mathbb{E}\left[\left|\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right] \\
& +\sum_{\lambda: \lambda_{1}<M_{*}} \prod_{k=1}^{M_{*}-1} \mathbb{E}\left[\left|\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right] .
\end{aligned}
$$

By Proposition 3.1 and (16) and since $M_{*}$ is fixed, the first sum is bounded by

$$
\begin{aligned}
& \sum_{\mathbf{m} \in \mathcal{P}_{N, M_{*}}^{<}} \mathbb{E}\left[\left|A_{N-\sum_{j=1}^{M_{*}-1} j m_{j}, M_{*}}\right|^{2 q}\right] \prod_{k=1}^{M_{*}-1} \mathbb{E}\left[\left|\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right] \\
\ll & \sum_{\mathbf{m} \in \mathcal{P}_{N, M_{*}}^{<}} \frac{1}{\left(1+(1-q) \sqrt{\log \left(N-\sum_{j=1}^{M_{*}-1} j m_{j}\right)}\right)^{q}} \prod_{k=1}^{M_{*}-1} C m_{k}^{1 / 2-q}\left(\frac{2 q}{\gamma \sqrt{k}}\right)^{2 q m_{k}} \\
\ll & \sum_{\mathbf{m} \in \mathcal{P}_{N, M_{*}}^{<}} \frac{1}{\left(1+(1-q) \sqrt{\log \left(N-\sum_{j=1}^{M_{*}-1} j m_{j}\right)}\right)^{q}} \prod_{k=1}^{M_{*}-1}\left(\frac{1}{e^{\delta \sqrt{k}}}\right)^{2 q m_{k}},
\end{aligned}
$$

where $\delta>0$ depends on $\gamma, q$. Next, since $M_{*}$ is fixed,

$$
\sum_{\lambda: \lambda_{1}<M_{*}} \prod_{k=1}^{M_{*}-1} \mathbb{E}\left[\left|\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right] \ll \sum_{\lambda: \lambda_{1}<M_{*}} \prod_{k=1}^{M_{*}-1} C m_{k}^{1 / 2-q}\left(\frac{2 q}{\gamma \sqrt{k}}\right)^{2 q m_{k}} \ll \sum_{\lambda: \lambda_{1}<M_{*}} \prod_{k=1}^{M_{*}-1} e^{-\delta m_{k}} \ll \frac{1}{N},
$$

where we used in the last step that $\sum_{k<M_{*}} m_{k} \geqslant N / M_{*}$ for $\lambda \in \mathcal{P}_{N}$ with $\lambda_{1}<M_{*}$. We thus arrive at

$$
\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right] \ll \sum_{\mathbf{m} \in \mathcal{P}_{N, M_{*}}^{<}} \frac{1}{\left(1+(1-q) \sqrt{\log \left(N-\sum_{j=1}^{M_{*}-1} j m_{j}\right)}\right)^{q}} \prod_{k=1}^{M_{*}-1}\left(\frac{1}{e^{\delta \sqrt{k}}}\right)^{2 q m_{k}}+\frac{1}{N} .
$$

Let us divide the above sum over $\mathbf{m} \in \mathcal{P}_{N, M_{*}}^{<}$into two parts depending on whether $\sum_{j=1}^{M_{*}-1} j m_{j} \leqslant N / 2$ or not. First,

$$
\begin{aligned}
& \sum_{\substack{\mathbf{m} \in \mathcal{P}_{\mathcal{N}, M_{*}}^{\sum_{j=1}^{M_{*}-1} j m_{j} \leqslant N / 2}}} \frac{1}{\left(1+(1-q) \sqrt{\log \left(N-\sum_{j=1}^{M_{*}-1} j m_{j}\right)}\right)^{q}} \prod_{k=1}^{M_{*}-1}\left(\frac{1}{e^{\delta} \sqrt{k}}\right)^{2 q m_{k}} \\
& \ll \frac{1}{\left(1+(1-q) \sqrt{\log N)^{q}} \sum_{\substack{\mathbf{m} \in \mathcal{P}_{\aleph}^{<}, M_{*} \\
\sum_{j=1}^{M_{*}-1} j m_{j} \leqslant N / 2}} \prod_{k=1}^{M_{*}-1}\left(\frac{1}{e^{\delta} \sqrt{k}}\right)^{2 q m_{k}}\right.} \\
& \leqslant \frac{1}{(1+(1-q) \sqrt{\log N})^{q}} \prod_{k=1}^{M_{*}-1} \sum_{m_{k}=0}^{\infty}\left(\frac{1}{e^{\delta} \sqrt{k}}\right)^{2 q m_{k}}
\end{aligned}
$$

$$
\ll \frac{1}{(1+(1-q) \sqrt{\log N})^{q}}
$$

Second, if $\sum_{j=1}^{M_{*}-1} j m_{j}>N / 2$, then $\sum_{j=1}^{M_{*}-1} m_{j}>N /\left(2 M_{*}\right)$. This implies

$$
\begin{align*}
& \sum_{\substack{\operatorname{m\in \mathcal {P}_{N,M_{*}}^{<}} \begin{array}{c}
\sum_{j=1}^{M_{*}-1} j m_{j}>N / 2
\end{array}}} \frac{1}{\left(1+(1-q) \sqrt{\log \left(N-\sum_{j=1}^{M_{*}-1} j m_{j}\right)}\right)^{q}} \prod_{k=1}^{M_{*}-1}\left(\frac{1}{e^{\delta} \sqrt{k}}\right)^{2 q m_{k}} \\
& \ll \sum_{\substack{\mathbf{m} \in \mathcal{P}_{N, M_{*}}^{<} \\
\sum_{j=1}^{M_{j}-1} m_{j}>N /\left(2 M_{*}\right)}} \prod_{k=1}^{M_{*}-1}\left(\frac{1}{e^{\delta} \sqrt{k}}\right)^{2 q m_{k}} \leqslant N^{M_{*}} \exp \left(-\frac{2 \delta q N}{2 M_{*}}\right) \ll \frac{1}{N} . \tag{32}
\end{align*}
$$

Altogether, these yield $\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right] \ll(1+(1-q) \sqrt{\log N})^{-q}$ for $q \leqslant 1 / 2$. The case $q \in(1 / 2,1]$ is similar by looking at $\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right]^{1 /(2 q)}$ and using Minkowski's inequality instead of concavity.

Next we show a matching lower bound on $\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right]$ by using that of $\mathbb{E}\left[\left|A_{N, M_{*}}\right|^{2 q}\right]$. The first observation is that we can, with the cost of a constant factor depending on $L$, remove those $a(\lambda)$ such that $0<m_{1}(\lambda)<2^{L}$ for some large integer $L$ to be determined later. Denote by $\mathcal{A}_{k} \subset \mathcal{P}_{N}$ the set of partitions of $N$ such that $2^{k} \mid m_{1}(\lambda)$, for $0 \leqslant k<L$. Using $X_{1} \stackrel{\text { d }}{=}-X_{1}$, we get

$$
A_{N}=\sum_{\lambda \in \mathcal{A}_{0}} a(\lambda)+\sum_{\lambda \in \mathcal{A}_{0}^{c}} a(\lambda) \stackrel{\mathrm{d}}{=}-\sum_{\lambda \in \mathcal{A}_{0}} a(\lambda)+\sum_{\lambda \in \mathcal{A}_{0}^{c}} a(\lambda),
$$

and therefore,

$$
\begin{align*}
\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right] & =\frac{1}{2}\left(\mathbb{E}\left[\left|\sum_{\lambda \in \mathcal{A}_{0}} a(\lambda)+\sum_{\lambda \in \mathcal{A}_{0}^{c}} a(\lambda)\right|^{2 q}+\left|-\sum_{\lambda \in \mathcal{A}_{0}} a(\lambda)+\sum_{\lambda \in \mathcal{A}_{0}^{c}} a(\lambda)\right|^{2 q}\right]\right) \\
& \geqslant \frac{1}{2} \mathbb{E}\left[\left|\sum_{\lambda \in \mathcal{A}_{0}^{c}} a(\lambda)\right|^{2 q}\right]=\frac{1}{2} \mathbb{E}\left[\left|\sum_{\lambda \in \mathcal{A}_{1}} a(\lambda)\right|^{2 q}\right], \tag{33}
\end{align*}
$$

where we used that $\max (|w-z|,|w+z|) \leqslant|z|$ for complex numbers $z$, $w$. Further, to get rid of $\lambda \in \mathcal{A}_{k}^{c} \cap \mathcal{A}_{k-1}$, we use $X_{1} \stackrel{\mathrm{~d}}{=} e^{i \pi / 2^{k}} X_{1}$ and apply the same argument. By induction, finally we have as claimed above

$$
\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right] \geqslant 2^{-L_{\mathbb{E}}}\left[\left|\sum_{\lambda \in \mathcal{A}_{L}} a(\lambda)\right|^{2 q}\right]
$$

Continuing this procedure for $m_{2}, \ldots, m_{M_{*}-1}$, we get

$$
\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right] \geqslant 2^{-M_{*} L} \mathbb{E}\left[\left|\sum_{\lambda \in \mathcal{B}_{M_{*}, L}} a(\lambda)\right|^{2 q}\right]=: 2^{-M_{*} L} \mathbb{E}\left[\left|\widehat{A}_{N}\right|^{2 q}\right],
$$

where

$$
\mathcal{B}_{M_{*}, L}=\left\{\lambda \in \mathcal{P}_{N}: \forall 1 \leqslant k<M_{*}, 2^{L} \mid m_{k}(\lambda)\right\} \subseteq\left\{\lambda \in \mathcal{P}_{N}: \forall 1 \leqslant k<M_{*}, m_{k}(\lambda) \neq 0 \Longrightarrow m_{k}(\lambda) \geqslant 2^{L}\right\}
$$

Since we assume the unit variance condition $\mathbb{E}\left[\left|X_{1}\right|^{2}\right]=\mathbb{E}\left[\left|R_{1}\right|^{2}\right]=1$, we may assume there is some
$\varepsilon_{0} \in(0,1)$ such that $\mathbb{P}\left(\left|R_{1}\right|<\varepsilon_{0}\right)>0$ (otherwise $\left|R_{1}\right| \equiv 1$ being sub-Gaussian, Theorem 1.3 equation (3) follows from Proposition 3.1 with $M_{*}=1$ ). The strategy is then to restrict to the event that $\left|X_{j}\right|=\left|R_{j}\right|<\varepsilon_{0}$ for each $1 \leqslant j \leqslant M_{*}-1$, that is, with $\widehat{\mathbb{E}}$ denoting the conditional expectation on the event $\left\{\left|R_{j}\right|<\varepsilon_{0}, 1 \leqslant j \leqslant M_{*}-1\right\}$,

$$
\mathbb{E}\left[\left|\widehat{A}_{N}\right|^{2 q}\right] \gg \mathbb{E}\left[\left|\widehat{A}_{N}\right|^{2 q}| | R_{j} \mid<\varepsilon_{0}, 1 \leqslant j \leqslant M_{*}-1\right]=\widehat{\mathbb{E}}\left[\left|\widehat{A}_{N}\right|^{2 q}\right]
$$

Using either concavity or conditional Minkowski's inequality, it then suffices to prove

$$
\begin{equation*}
\widehat{\mathbb{E}}\left[\left|\sum_{\substack{\lambda \in \mathcal{B}_{M_{*}, L} \\ \exists j \in\left[1, M_{*}\right), m_{j} \neq 0}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right] \leqslant \frac{1}{C} \mathbb{E}\left[\left|A_{N, M_{*}}\right|^{2 q}\right] \tag{34}
\end{equation*}
$$

where $C>0$ is a fixed large constant that depends only on $M_{*}$. Let $C_{0}>0$ be the implied constant in Proposition 3.1. Let $\mathcal{P}_{N, M_{*}}^{<, L}$ be the subset of $\mathcal{P}_{N, M_{*}}^{<}$with $m_{k}(\lambda) \geqslant 2^{L}$ for all $1 \leqslant k<M_{*}$ such that $m_{k}(\lambda) \neq 0$. We have for $q \leqslant 1 / 2$ (and similarly using Minkowski's inequality for $q>1 / 2$ ),

$$
\begin{aligned}
& \widehat{\mathbb{E}}\left[\left|\sum_{\substack{\lambda \in \mathcal{B}_{M_{*}, L} \\
\exists j \in\left[1, M_{*}\right), m_{j} \neq 0}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right] \\
& \leqslant \sum_{\substack{\mathbf{m} \in \mathcal{P}_{N, L}^{<, L M_{*}} \\
\mathbf{m} \neq \mathbf{0}}} \widehat{\mathbb{E}}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\
\left(m_{1}, \ldots, m_{M_{*}-1}\right)=\mathbf{m}}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right] \\
& =\sum_{\substack{\mathbf{m} \in \mathcal{P}_{N}^{<, L}, M_{*} \\
\mathbf{m} \neq \mathbf{0}}} \prod_{k=1} \prod_{\substack{M_{*}-1}}^{\widehat{\mathbb{E}}\left[\left|X_{k}\right|^{2 q m_{k}}\right]} \underset{k^{q m_{k}}\left(m_{k}!\right)^{2 q}}{\mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\
\left(m_{1}, \ldots, m_{M_{*}-1}\right)=\mathbf{m}}} \prod_{k \geqslant M_{*}}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right]} \\
& \leqslant \sum_{\substack{\mathbf{m} \in \mathcal{P}_{N, L}^{<, M_{*}} \\
\mathbf{m} \neq \mathbf{0}}} \frac{C_{0}}{\left(1+(1-q) \sqrt{\log \left(N-\sum_{j=1}^{M_{*}-1} j m_{j}\right)}\right)^{q}} \prod_{k=1}^{M_{*}-1} \frac{\varepsilon_{0}^{2 q m_{k}}}{k^{q m_{k}}} .
\end{aligned}
$$

The sum over $\mathbf{m}$ with $\sum_{j=1}^{M_{*}-1} j m_{j}>N / 2$ can be controlled similarly as in (32). The rest terms are bounded by

$$
\sum_{\substack{\mathbf{m} \in \mathcal{P}_{N, L}^{<, M_{*}} \\ \mathbf{m} \neq \mathbf{0}}}^{\sum_{j=1}^{M_{*}-1} j m_{j} \leqslant N / 2} \leq \frac{C_{0}}{\left(1+(1-q) \sqrt{\log \left(N-\sum_{j=1}^{M_{*}-1} j m_{j}\right)}\right)^{q}} \prod_{k=1}^{M_{*}-1} \frac{\varepsilon_{0}^{2 q m_{k}}}{k^{q m_{k}}} \leqslant \frac{2 C_{0}}{\left(1+(1-q) \sqrt{\log N)^{q}}\right.} \sum_{\substack{\mathbf{m} \in \mathcal{P}_{N, L}^{<, L} \\ \mathbf{m} \neq \mathbf{0}}} \prod_{k=1} \varepsilon_{0}^{2 q m_{k}}
$$

Note that

$$
\sum_{\substack{\mathbf{m} \in \mathcal{P}_{N, L}^{<, M_{*}} \\ \mathbf{m} \neq \mathbf{0}}} \prod_{k=1}^{M_{*}-1} \varepsilon_{0}^{2 q m_{k}} \leqslant \prod_{k=1}^{M_{*}-1}\left(1+\sum_{m_{k}=2^{L}}^{\infty} \varepsilon_{0}^{2 q m_{k}}\right)-1 \ll \frac{M_{*} \varepsilon_{0}^{2^{L+1} q}}{1-\varepsilon_{0}^{2 q}}
$$

By picking $L$ large enough, we obtain

$$
\begin{aligned}
\mathbb{E}\left[\left.\left|\sum_{\substack{\lambda \in \mathcal{B}_{M_{*}, L} \\
\exists j \in\left[1, M_{*}\right), m_{j} \neq 0}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}| | R_{j} \right\rvert\,<\varepsilon_{0}, 1 \leqslant j \leqslant M_{*}-1\right] & \leqslant \frac{1}{C_{0} C\left(1+(1-q) \sqrt{\log N)^{q}}\right.} \\
& \leqslant \frac{1}{C} \mathbb{E}\left[\left|A_{N, M_{*}}\right|^{2 q}\right]
\end{aligned}
$$

thus proving (34) and hence the desired lower bound.

### 3.2 Setting the stage for proving Proposition 3.1

We now proceed to the proof of Proposition 3.1. In this short section, we prepare ourselves with a few notations. First, motivated by our discussions on page 12, we define two probability measures as follows.

For any $K, M, r$ satisfying $\log M_{*} \leqslant M<\log K$ and $e^{-1 / K} \leqslant r \leqslant e^{1 / K}$, define the measure $\mathbb{Q}_{r, M, K}^{(1)}$ by

$$
\begin{equation*}
\frac{\mathrm{d} \mathbb{Q}_{r, M, K}^{(1)}}{\mathrm{dP}}:=\frac{\exp \left(2 \sum_{k=e^{M}}^{K-1} \frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right)}{\mathbb{E}\left[\exp \left(2 \sum_{k=e^{M}}^{K-1} \frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right)\right]} . \tag{35}
\end{equation*}
$$

In addition, let $K_{r}$ be such that $\log K_{r}$ is the largest integer with $K_{r} \leqslant \min \left\{\frac{-1}{4 \log r}, K\right\}$, and $M=M(r, \theta)$ be the smallest integer such that $e^{M} \geqslant \min \left\{10^{3} /|\theta|, K_{r} / e, M_{*}\right\}$. For $e^{-1 / K} \leqslant r \leqslant e^{1 / K}$ and $\theta \in[-\pi, \pi)$, define the measure $\mathbb{Q}_{r, M, K, \theta}^{(2)}$ by

$$
\begin{equation*}
\frac{\mathrm{d} \mathbb{Q}_{r, M, K, \theta}^{(2)}}{\mathrm{d} \mathbb{P}}:=\frac{\exp \left(2 \sum_{m=M+1}^{\log K_{r}}\left(Z_{0}(m)+Z_{\theta}(m)\right)\right)}{\mathbb{E}\left[\exp \left(2 \sum_{m=M+1}^{\log K_{r}}\left(Z_{0}(m)+Z_{\theta}(m)\right)\right)\right]}, \tag{36}
\end{equation*}
$$

where for any $M<m \leqslant \log K_{r}$ and $\theta \in[-\pi, \pi)$,

$$
\begin{equation*}
Z_{\theta}(m):=\Re \sum_{e^{m-1} \leqslant k<e^{m}} \frac{X_{k} r^{k} e^{i k \theta}}{\sqrt{k}}=\sum_{e^{m-1} \leqslant k<e^{m}} \frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}+k \theta\right) . \tag{37}
\end{equation*}
$$

When the values of $r, M, K, \theta$ are clear from the context, we will drop the subscripts and write instead $\mathbb{Q}^{(1)}$ and $\mathbb{Q}^{(2)}$.

To further understand the sums $Y_{n}$ defined in (21) under the new measures, we define and compute using Lemma A. 4 that

$$
\begin{equation*}
\mu_{k}:=\mathbb{E}^{\mathbb{Q}^{(1)}}\left[\frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right]=\frac{r^{2 k}}{k}+O\left(k^{-3 / 2}\right) \tag{38}
\end{equation*}
$$

and

$$
\begin{equation*}
\nu_{k}=\nu_{k}(\theta):=\mathbb{E}^{\mathbb{Q}^{(2)}}\left[\frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right]=\frac{r^{2 k}}{k}+\frac{\cos (k \theta) r^{2 k}}{k}+O\left(k^{-3 / 2}\right) \tag{39}
\end{equation*}
$$

We also refresh ourselves with the truncated multiplicative chaos. Recall (18) and (19). It holds that

$$
A_{N, M_{*}}=\left[z^{N}\right] \exp \left(\sum_{k=M_{*}}^{\infty} \frac{X_{k}}{\sqrt{k}} z^{k}\right)
$$

Moreover, inserting $K=N / 2$ into (18), we have

$$
\begin{equation*}
F_{N / 2, M_{*}}(z)=\exp \left(\sum_{k=M_{*}}^{N / 2} \frac{X_{k}}{\sqrt{k}} z^{k}\right)=\sum_{n=0}^{\infty}\left(\sum_{\substack{\lambda \in \mathcal{P}_{n} \\ \lambda_{1} \leqslant N / 2 \\ \forall 1 \leqslant k<M_{*}, m_{k}(\lambda)=0}} a(\lambda)\right) z^{n} . \tag{40}
\end{equation*}
$$

In the next two subsections, we establish the upper and lower bounds for Proposition 3.1 respectively.

### 3.3 Upper bound of Proposition 3.1

By Hölder's inequality, it suffices to prove the upper bound for $1 / 2 \leqslant q \leqslant 1$. Proposition 3.1 then follows from the two propositions below.
Proposition 3.2. Suppose that $\mathbb{E}\left[e^{\gamma\left|R_{1}\right|}\right]<\infty$ for some $\gamma>2 q$. For $1 / 2 \leqslant q \leqslant 1$ and $N$ large enough, we have for some $C(q)>0$,

$$
\mathbb{E}\left[\left|A_{N, M_{*}}\right|^{2 q}\right]^{1 /(2 q)} \ll \frac{1}{\sqrt{N}} \sum_{j=1}^{J} \mathbb{E}\left[\left(\frac{1}{2 \pi} \int_{-\pi}^{\pi}\left|F_{N / 2^{j}, M_{*}}(\exp (j / N+i \theta))\right|^{2} \mathrm{~d} \theta\right)^{q}\right]^{1 /(2 q)}+\frac{1}{N},
$$

where $J=\lceil\log (C(q) \sqrt{N}) / \log 2\rceil$.
Proof. The main idea resembles that of [50, Proposition 3.1]: separate the sum over $\lambda \in \mathcal{P}_{N}$ according to the values of $\lambda_{1}$, control the contributions from partitions $\lambda$ with a small $\lambda_{1}$ (and hence some $m_{k}(\lambda)$ is large), and apply Parseval's identity to the rest $\lambda$.

Denote by $\mathcal{P}_{N, M_{*}}^{0}$ the subset of $\mathcal{P}_{N}$ satisfying $m_{1}(\lambda)=\cdots=m_{M_{*}-1}(\lambda)=0$. Recall (11) and (12). Suppose that $\mathbb{E}\left[e^{\gamma\left|R_{1}\right|}\right]<\infty$ for some $\gamma>2 q$. Then $\mathbb{E}\left[\left|R_{1}\right|^{\ell}\right] \ll \gamma^{-\ell} \Gamma(\ell+1)$ for $\ell \geqslant 0$. Therefore,

$$
\begin{equation*}
\mathbb{E}\left[|a(\lambda)|^{2 q}\right]=\prod_{k: m_{k}>0} \frac{\mathbb{E}\left[\left|R_{k}\right|^{2 q m_{k}}\right]}{\left(m_{k}!\right)^{2 q} k^{q m_{k}}} \ll \prod_{k: m_{k}>0} \frac{C \gamma^{-2 q m_{k}} \Gamma\left(2 q m_{k}+1\right)}{\left(m_{k}!\right)^{2 q} k^{q m_{k}}} \ll \prod_{k: m_{k}>0} \frac{C(2 q / \gamma)^{2 q m_{k}}}{k^{q m_{k}}}, \tag{41}
\end{equation*}
$$

where we have used (14). By Minkowski's inequality,

$$
\begin{align*}
\mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N, M_{*}}^{0} \\
\lambda_{1} \leqslant N / 2^{J}}} a(\lambda)\right|^{2 q}\right]^{1 /(2 q)} & =\mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N, M_{*}}^{0} \\
\lambda_{1} \leqslant \sqrt{N} / C(q)}} a(\lambda)\right|^{2 q}\right]^{1 /(2 q)} \leqslant \sum_{\substack{\lambda \in \mathcal{P}_{N, M_{*}}^{0} \\
\lambda_{1} \leqslant \sqrt{N} / C(q)}} \mathbb{E}\left[|a(\lambda)|^{2 q}\right]^{1 /(2 q)} \\
& \leqslant \sum_{\substack{\lambda \in \mathcal{P}_{N}^{0}, M_{*} \\
\lambda_{1} \leqslant \sqrt{N} / C(q)}} \prod_{k: m_{k}>0} C\left(\frac{2 q}{\gamma}\right)^{m_{k}} \leqslant p_{N} C^{\sqrt{N} / C(q)}\left(\frac{2 q}{\gamma}\right)^{\sum_{k=M_{*}}^{\sqrt{N} / C(q)} m_{k}}, \tag{42}
\end{align*}
$$

where $p_{N}$ is the number of partitions of $N$. Note that for partitions $\lambda \in \mathcal{P}_{N, M_{*}}^{0}$ with the largest component at
most $\sqrt{N} / C(q)$, we have

$$
\begin{equation*}
\sum_{k=M_{*}}^{\sqrt{N} / C(q)} m_{k} \geqslant \frac{C(q)}{\sqrt{N}} \sum_{k=M_{*}}^{\sqrt{N} / C(q)} k m_{k}=C(q) \sqrt{N} . \tag{43}
\end{equation*}
$$

Inserting back to (42), together with the bound $p_{N} \ll e^{\pi \sqrt{2 / 3} \sqrt{N}}$ (see [2]), we have

$$
\mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N, M *}^{0} \\ \lambda_{1} \leqslant N / 2^{J}}} a(\lambda)\right|^{2 q}\right]^{1 /(2 q)} \ll\left(\frac{2 q}{\gamma}\right)^{C(q) \sqrt{N} / 2} \ll \frac{1}{N},
$$

where we take $C(q)$ large enough in terms of the fixed constant $C$ and $q, \gamma$. The rest of the arguments follow similarly as in Section 4 of [50], which we sketch below for completeness. By Minkowski's inequality,

$$
\begin{equation*}
\mathbb{E}\left[\left|A_{N, M_{*}}\right|^{2 q}\right]^{1 /(2 q)} \ll \sum_{j=1}^{J} \mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N, M_{*}}^{0} \\ N / 2^{j}<\lambda_{1} \leqslant N / 2^{j-1}}} a(\lambda)\right|^{2 q}\right]^{1 /(2 q)}+\frac{1}{N} . \tag{44}
\end{equation*}
$$

For a fixed $j \in\{1, \ldots, J\}$, we may decompose

$$
\sum_{\substack{\lambda \in \mathcal{P}_{N, M_{*}}^{0} \\ N / 2^{j}<\lambda_{1} \leqslant N / 2^{j-1}}} a(\lambda)=\sum_{\substack{\rho, \sigma \\|\rho|+|=N|=N \\|\rho|>0}} a(\rho) a(\sigma),
$$

where the parts of $\rho$ lie in $\left(N / 2^{j}, N / 2^{j-1}\right]$ and of $\sigma$ lie in $\left[M_{*}, N / 2^{j}\right]$ (here and later, we keep such constraints in the sums over $\rho$ or $\sigma$ ). Let $\mathbb{E}_{j}$ denote the expectation in $\left\{X_{k}\right\}_{N / 2^{j}<k \leqslant N / 2^{j-1}}$. Note that if $\lambda \neq \lambda^{\prime}$ are distinct partitions, then $\mathbb{E}\left[a(\lambda) \overline{a\left(\lambda^{\prime}\right)}\right]=0$ by independence of $\left\{X_{k}\right\}_{k \geqslant 1}$. Therefore, by applying Jensen's inequality and expanding the square, we obtain

$$
\begin{equation*}
\mathbb{E}_{j}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N, M_{*}}^{0} \\ N / 2^{j}<\lambda_{1} \leqslant N / 2^{j-1}}} a(\lambda)\right|^{2 q}\right]^{1 / q} \leqslant \sum_{N / 2^{j}<n \leqslant N}\left|\sum_{\sigma \in \mathcal{P}_{N-n, M_{*}}^{0}} a(\sigma)\right|^{2} \sum_{\rho \in \mathcal{P}_{n}} \mathbb{E}_{j}\left[|a(\rho)|^{2}\right] . \tag{45}
\end{equation*}
$$

For a partition $\rho$ whose parts lie in $\left(N / 2^{j}, N / 2^{j-1}\right]$, we have

$$
\mathbb{E}_{j}\left[|a(\rho)|^{2}\right] \leqslant \prod_{N / 2^{j}<k \leqslant N / 2^{j-1}} \frac{C \gamma^{-2 m_{k}}\left(2 m_{k}\right)!}{\left(m_{k}!\right)^{2} k^{m_{k}}} \leqslant\left(\frac{C 2^{j}}{N}\right)^{r},
$$

where $r$ is the number of parts in $\rho$. Using $r \leqslant 2^{j} \leqslant C(q)^{2} N / 2^{j}$ for $1 \leqslant j \leqslant J$, it follows that

$$
\begin{aligned}
\sum_{\rho \in \mathcal{P}_{n}} \mathbb{E}_{j}\left[|a(\rho)|^{2}\right] & \leqslant \sum_{2^{j-1}}\left(\frac{C 2^{j}}{N}\right)^{r}\binom{\left\lfloor N / 2^{j}\right\rfloor+r<2^{j} n / N}{r-1} \\
& \leqslant \frac{2^{j}}{N} \sum_{2^{j-1}} \sum_{n / N \leqslant r<2^{j} n / N} \frac{C^{r-1}}{(r-1)!} \ll \frac{1}{N} \exp \left(\frac{2 j(N-n)}{N}\right) .
\end{aligned}
$$

Inserting in (45) leads to

$$
\begin{align*}
\mathbb{E}_{j}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N, M_{*}}^{0} \\
N / 2^{j}<\lambda_{1} \leqslant N / 2^{j-1}}} a(\lambda)\right|^{2 q}\right]^{1 / q} & \ll \frac{1}{N} \sum_{N / 2^{j}<n \leqslant N}\left|\sum_{\sigma \in \mathcal{P}_{N-n, M_{*}}^{0}} a(\sigma)\right|^{2} \exp \left(\frac{2 j(N-n)}{N}\right) \\
& \ll \frac{1}{2 \pi N} \int_{-\pi}^{\pi}\left|F_{N / 2^{j}, M_{*}}\left(\exp \left(\frac{j}{N}+i \theta\right)\right)\right|^{2} \mathrm{~d} \theta, \tag{46}
\end{align*}
$$

where the last step follows from Parseval's identity applied to

$$
F_{N / 2^{j}, M_{*}}(z)=\sum_{r}\left(\sum_{\sigma \in \mathcal{P}_{r, M_{*}}^{0}} a(\sigma)\right) z^{r} .
$$

Taking expectations on the $q$-th powers of both sides of (46) completes the proof.
Proposition 3.3. Fix any $q \in(0,1]$. Suppose that $\mathbb{E}\left[e^{\gamma\left|R_{1}\right|}\right]<\infty$ for some $\gamma>2 q$. ${ }^{2}$ For any $K$ sufficiently large (in terms of $M_{*}$ ) and $1 \leqslant r \leqslant e^{1 / K}$, we have

$$
\begin{equation*}
\mathbb{E}\left[\left(\int_{-\pi}^{\pi}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \ll\left(\frac{K}{1+(1-q) \sqrt{\log K}}\right)^{q} \tag{47}
\end{equation*}
$$

where the implied constant depends on $q, \gamma$ but is independent of $K, r$.
Inserting Proposition 3.3 into Proposition 3.2 then yields the upper bound of Proposition 3.1. To set up the proof of Proposition 3.3 we need the following two-sided ballot estimate for a centered Gaussian random walk, which is due to [28].

Lemma 3.4. There is a large universal constant $L_{1}>0$ such that the following holds. Consider a sequence of independent centered Gaussian random variables $\left\{G_{n}\right\}_{n \in \mathbb{N}}$ with variances between $1 / 20$ and 20 . Then uniformly for any functions $h(m), g(m)$ satisfying $|h(m)| \leqslant 10 \log m$ and $g(m) \leqslant-L_{1} m$, and for $a, n$ large enough,

$$
\mathbb{P}\left(\forall 1 \leqslant m \leqslant n, g(m) \leqslant \sum_{j=1}^{m} G_{j} \leqslant \min \left\{a, L_{1} m\right\}+h(m)\right) \asymp \min \left\{1, \frac{a}{\sqrt{n}}\right\} .
$$

The same conclusion holds if we replace $\min \left\{a, L_{1} m\right\}$ above by a
Proof. The first claim is [28, Probability Result 2]. For the second claim, the upper bound follows from [28, Probability Result 1], and the lower bound follows from the first claim.

Definition 3.5. Fix a large universal constant $L_{1}>20$ as in Lemma 3.4. Let $K$ be large enough (in terms of $M_{*}$ ) and $1 \leqslant r \leqslant e^{1 / K}$, and suppose that $1 \leqslant A \leqslant \sqrt{\log K}$. Define the event

$$
\mathcal{G}_{r}(A, \theta ; K):=\left\{\forall \log M_{*} \leqslant n \leqslant \log K,-A-L_{1} n \leqslant \sum_{M_{*} \leqslant k<e^{n}}\left(\Re \frac{X_{k} r^{k} e^{i k \theta}}{\sqrt{k}}-\mu_{k}\right) \leqslant A+10 \log n\right\} .
$$

Define also the event $\mathcal{G}_{r}(A ; K)$ that $\mathcal{G}_{r}(A, \theta ; K)$ holds for all $\theta \in[-\pi, \pi)$.

[^2]Proposition 3.3 then follows from two propositions below.
Proposition 3.6. For any $K$ sufficiently large, $1 \leqslant r \leqslant e^{1 / K}$, and $1 \leqslant A \leqslant \sqrt{\log K}$,

$$
\mathbb{P}\left(\mathcal{G}_{r}(A ; K)^{c}\right) \ll \exp (-A) .
$$

Proposition 3.7. For any $K$ sufficiently large, $1 \leqslant r \leqslant e^{1 / K}, \theta \in[-\pi, \pi)$, and $1 \leqslant A \leqslant \sqrt{\log K}$,

$$
\mathbb{E}\left[\mathbb{1}_{\mathcal{G}_{r}(A, \theta ; K)}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2}\right] \ll \frac{A K}{\sqrt{\log K}},
$$

and therefore

$$
\mathbb{E}\left[\mathbb{1}_{\mathcal{G}_{r}(A ; K)} \int_{-\pi}^{\pi}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right] \ll \frac{A K}{\sqrt{\log K}}
$$

Deducing Proposition 3.3 from Propositions 3.6 and 3.7. If $q=1$, the upper bound of (47) is equivalent to $K^{q}$ (up to constant) and the desired claim follows from Lemma A.3. If $q \in(0,1)$, it suffices to prove

$$
\mathbb{E}\left[\left(\int_{-\pi}^{\pi}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \ll\left(\frac{K}{\sqrt{\log K}}\right)^{q} .
$$

Next, we partition the whole probability space into the events

$$
\mathcal{G}_{r}(1 ; K), \mathcal{G}_{r}\left(2^{J} ; K\right)^{c}, \text { and } \mathcal{G}_{r}\left(2^{j} ; K\right) \backslash \mathcal{G}_{r}\left(2^{j-1} ; K\right), 1 \leqslant j \leqslant J:=\lfloor\log \log K\rfloor .
$$

Then we have by Proposition 3.7 that

$$
\mathbb{E}\left[\mathbb{1}_{\mathcal{G}_{r}(1 ; K)}\left(\int_{-\pi}^{\pi}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \leqslant\left(\mathbb{E}\left[\mathbb{1}_{\mathcal{G}_{r}(1 ; K)} \int_{-\pi}^{\pi}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right]\right)^{q} \ll\left(\frac{K}{\sqrt{\log K}}\right)^{q}
$$

and by Hölder's inequality and Propositions 3.6 and 3.7,

$$
\begin{aligned}
& \mathbb{E}\left[\mathbb{1}_{\mathcal{G}_{r}\left(2^{j} ; K\right) \backslash \mathcal{G}_{r}\left(2^{j-1} ; K\right)}\left(\int_{-\pi}^{\pi}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \\
& \leqslant\left(\mathbb{P}\left(\mathcal{G}_{r}\left(2^{j-1} ; K\right)^{c}\right)\right)^{1-q}\left(\mathbb{E}\left[\mathbb{1}_{\mathcal{G}_{r}\left(2^{j} ; K\right)} \int_{-\pi}^{\pi}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right]\right)^{q} \ll\left(\frac{K}{\sqrt{\log K}}\right)^{q} 2^{j q} \exp \left(-(1-q) 2^{j-1}\right)
\end{aligned}
$$

Note that

$$
\sum_{j \geqslant 1} 2^{j q} \exp \left(-(1-q) 2^{j-1}\right) \ll \sum_{1 \leqslant j \leqslant-\log _{2}(1-q)} 2^{j q} \exp \left(-(1-q) 2^{j-1}\right) \ll\left(\frac{1}{1-q}\right)^{q} .
$$

Finally, by Hölder's inequality, Lemma A.3, and Proposition 3.6,

$$
\mathbb{E}\left[\mathbb{1}_{\mathcal{G}_{r}\left(2^{J} ; K\right)^{c}}\left(\int_{-\pi}^{\pi}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \ll\left(\frac{K}{\sqrt{\log K}}\right)^{q} .
$$

Combining the above estimates concludes the proof.

### 3.3.1 Proof of Proposition 3.6

By definition, if $\mathcal{G}_{r}(A ; K)$ fails, then there must be some $\log M_{*} \leqslant n \leqslant \log K$ such that either

$$
\begin{equation*}
\max _{\theta \in[-\pi, \pi)} \sum_{k=M_{*}}^{e^{n}-1}\left(\Re \frac{X_{k} r^{k} e^{i k \theta}}{\sqrt{k}}-\mu_{k}\right)>A+10 \log n \tag{48}
\end{equation*}
$$

or

$$
\begin{equation*}
\min _{\theta \in[-\pi, \pi)} \sum_{k=M_{*}}^{e^{n}-1}\left(\Re \frac{X_{k} r^{k} e^{i k \theta}}{\sqrt{k}}-\mu_{k}\right)<-A-L_{1} n . \tag{49}
\end{equation*}
$$

Applying the union bound, we can bound the probability of the first event (48) by

$$
\begin{aligned}
\mathbb{P}\left(\exists \log M_{*} \leqslant n\right. & \left.\leqslant \log K: \max _{\theta \in[-\pi, \pi)} \sum_{k=M_{*}}^{e^{n}-1}\left(\Re \frac{X_{k} r^{k} e^{i k \theta}}{\sqrt{k}}-\mu_{k}\right)>A+10 \log n\right) \\
& \leqslant \sum_{n=\log M_{*}}^{\log K} \mathbb{P}\left(\max _{\theta \in[-\pi, \pi)} \sum_{k=M_{*}}^{e^{n}-1}\left(\Re \frac{X_{k} r^{k} e^{i k \theta}}{\sqrt{k}}-\mu_{k}\right)>A+10 \log n\right)=: \sum_{n=\log M_{*}}^{\log K} \mathcal{P}_{n} .
\end{aligned}
$$

The quantity $\mathcal{P}_{n}$ is then controlled using a chaining argument. First, we discretize the interval $[-\pi, \pi)$ into $n e^{n}$ points. Define $\theta_{j}=2 \pi j /\left(n e^{n}\right), 0 \leqslant j<n e^{n}$ (and identifying $\theta$ with $\left.\theta-2 \pi\right)$. Then on the event in the definition of $\mathcal{P}_{n}$, it holds that either

$$
\begin{equation*}
\sum_{k=M_{*}}^{e^{n}-1}\left(\Re \frac{X_{k} r^{k} e^{i k \theta_{j}}}{\sqrt{k}}-\mu_{k}\right) \geqslant \frac{A}{2}+5 \log n \tag{50}
\end{equation*}
$$

for some $0 \leqslant j<n e^{n}$ or

$$
\Re \sum_{k=M_{*}}^{e^{n}-1} \frac{X_{k} r^{k}}{\sqrt{k}}\left(e^{i k \theta}-e^{i k \theta_{j}}\right)=\Re \int_{\theta_{j}}^{\theta} \sum_{k=M_{*}}^{e^{n}-1} X_{k} r^{k}\left(i \sqrt{k} e^{i k y}\right) \mathrm{d} y \geqslant \frac{A}{2}+5 \log n
$$

for some $0 \leqslant j<n e^{n}$ and some $\theta \in\left[\theta_{j}, \theta_{j+1}\right)$. In particular, the second case implies

$$
\begin{equation*}
\int_{\theta_{j}}^{\theta_{j+1}}\left|\sum_{k=M_{*}}^{e^{n}-1} X_{k} r^{k} \sqrt{k} e^{i k y}\right| \mathrm{d} y \geqslant \frac{A}{2}+5 \log n \tag{51}
\end{equation*}
$$

for some $0 \leqslant j<n e^{n}$. Therefore, by the rotational invariance of $X_{k}$, it holds that

$$
\mathcal{P}_{n} \leqslant n e^{n}\left(\mathcal{P}_{n}^{\prime}+\mathcal{P}_{n}^{\prime \prime}\right),
$$

where $\mathcal{P}_{n}^{\prime}\left(\right.$ resp. $\left.\mathcal{P}_{n}^{\prime \prime}\right)$ is the probability that (50) (resp. (51)) holds with $j=0$.
For $\mathcal{P}_{n}^{\prime}$, using Markov's inequality and Lemma A. 3 we have

$$
\begin{aligned}
\mathcal{P}_{n}^{\prime} & \leqslant \exp \left(-2\left(\frac{A}{2}+5 \log n+\sum_{k=M_{*}}^{e^{n}-1} \mu_{k}\right)\right) \mathbb{E}\left[\exp \left(2 \sum_{k=M_{*}}^{e^{n}-1} \frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right)\right] \\
& \ll \exp (-A-10 \log n-2 n) e^{n}=\frac{e^{-n-A}}{n^{10}}
\end{aligned}
$$

Next, we estimate $\mathcal{P}_{n}^{\prime \prime}$. Applying in order Jensen's inequality, Markov's inequality, and the fact that the law of $X_{k}$ is rotational invariant, we have for $\beta>0$,

$$
\begin{aligned}
\mathcal{P}_{n}^{\prime \prime} & \leqslant \mathbb{P}\left(\frac{1}{\theta_{1}} \int_{0}^{\theta_{1}} \exp \left(\beta\left|\sum_{k=M_{*}}^{e^{n}-1} X_{k} r^{k} \sqrt{k} e^{i k y}\right|\right) \mathrm{d} y \geqslant \exp \left(\frac{A+10 \log n}{2 \theta_{1}} \beta\right)\right) \\
& \leqslant \exp \left(-\frac{A+10 \log n}{2 \theta_{1}} \beta\right) \mathbb{E}\left[\frac{1}{\theta_{1}} \int_{0}^{\theta_{1}} \exp \left(\beta\left|\sum_{k=M_{*}}^{e^{n}-1} X_{k} r^{k} \sqrt{k} e^{i k y}\right|\right) \mathrm{d} y\right] \\
& \leqslant \exp \left(-\frac{A+10 \log n}{2 \theta_{1}} \beta\right) \mathbb{E}\left[\exp \left(\beta\left|\sum_{k=M_{*}}^{e^{n}-1} X_{k} r^{k} \sqrt{k}\right|\right)\right] \\
& \ll \exp \left(-\frac{A+10 \log n}{2 \theta_{1}} \beta\right) \mathbb{E}\left[\exp \left(2 \beta\left|\sum_{k=M_{*}}^{e^{n}-1} R_{k} \cos \left(\tau_{k}\right) r^{k} \sqrt{k}\right|\right)\right]
\end{aligned}
$$

Since $R_{k}$ are i.i.d. sub-exponential, so is $\sum_{k=M_{*}}^{e^{n}-1} R_{k} \cos \left(\tau_{k}\right) r^{k} \sqrt{k}$. Then by Bernstein's inequality, there is some constant $C>0$ depending on the distribution of $R_{1}$ such that

$$
\mathbb{P}\left(\left|\sum_{k=M_{*}}^{e^{n}-1} R_{k} \cos \left(\tau_{k}\right) r^{k} \sqrt{k}\right| \geqslant u\right) \ll \exp \left(-\frac{1}{C} \min \left\{\frac{u^{2}}{e^{2 n}}, \frac{u}{e^{n / 2}}\right\}\right),
$$

which implies

$$
\mathbb{E}\left[\exp \left(2 \beta\left|\sum_{k=M_{*}}^{e^{n}-1} R_{k} \cos \left(\tau_{k}\right) r^{k} \sqrt{k}\right|\right)\right] \ll \exp \left(C \beta^{2} e^{2 n}+\log \beta\right) .
$$

Finally, plugging in $\beta=e^{-n}$ we get the desired bound $\mathcal{P}_{n}^{\prime \prime} \ll e^{-A-n} / n^{10}$ (which is loose but sufficient). Combining this with the bound of $\mathcal{P}_{n}^{\prime}$, we get $\mathcal{P}_{n} \ll e^{-A} / n^{9}$, and therefore

$$
\mathbb{P}\left(\forall 1 \leqslant n \leqslant \log K: \max _{\theta \in[-\pi, \pi)} \sum_{k=M_{*}}^{e^{n}-1}\left(\Re \frac{X_{k} r^{k} e^{i k \theta}}{\sqrt{k}}-\mu_{k}\right)>A+10 \log n\right) \ll e^{-A} .
$$

By replacing $R_{k}$ with $-R_{k}$ and also $\mu_{k}$ with $-\mu_{k}$, the probability of the lower tail event (49) can be bounded by the same argument. This concludes the proof of Proposition 3.6.

### 3.3.2 Proof of Proposition 3.7

Let $M=M(A)=\max \left\{2 \sqrt{A}, 20, \log M_{*}\right\}$, and define

$$
A_{\theta}(M):=\sum_{k=M_{*}}^{e^{M}-1}\left(\Re \frac{X_{k} r^{k} e^{i k \theta}}{\sqrt{k}}-\mu_{k}\right) .
$$

Define the event

$$
\mathcal{E}_{r}(A, \theta ; M):=\left\{-A-L_{1} M \leqslant A_{\theta}(M) \leqslant A+10 \log M\right\},
$$

and for $B>0$, define the event

$$
\begin{equation*}
\mathcal{L}_{r}(B, \theta ; K):=\left\{\forall M<n \leqslant \log K,-B-L_{1} n \leqslant \sum_{e^{M} \leqslant k<e^{n}}\left(\Re \frac{X_{k} r^{k} e^{i k \theta}}{\sqrt{k}}-\mu_{k}\right) \leqslant B+10 \log n\right\} . \tag{52}
\end{equation*}
$$

Then we can replace the event $\mathcal{G}_{r}(A, \theta ; K)$ by the less restricted event $\mathcal{E}_{r}(A, \theta ; M) \cap \mathcal{L}_{r}\left(2 A+L_{1} M, \theta ; K\right)$, where we used $10 \log x \leqslant 2 x$ when $x \geqslant 20$. By rotational symmetry and independence,

$$
\begin{aligned}
\mathbb{E}\left[\mathbb{1}_{\mathcal{G}_{r}(A, \theta ; K)}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2}\right] & =\mathbb{E}\left[\mathbb{1}_{\mathcal{G}_{r}(A, 0 ; K)}\left|F_{K, M_{*}}(r)\right|^{2}\right] \\
& \leqslant \mathbb{E}\left[\mathbb{1}_{\mathcal{E}_{r}(A, 0 ; M)} \exp \left(2 \Re \sum_{k=M_{*}}^{e^{M}-1} \frac{X_{k} r^{k}}{\sqrt{k}}\right) \mathbb{1}_{\mathcal{L}_{r}\left(2 A+L_{1} M, 0 ; K\right)} \exp \left(2 \Re \sum_{k=e^{M}}^{K-1} \frac{X_{k} r^{k}}{\sqrt{k}}\right)\right] \\
& =\mathbb{E}\left[\mathbb{1}_{\mathcal{E}_{r}(A, 0 ; M)} \exp \left(2 \Re \sum_{k=M_{*}}^{e^{M}-1} \frac{X_{k} r^{k}}{\sqrt{k}}\right)\right] \mathbb{E}\left[\mathbb{1}_{\mathcal{L}_{r}\left(2 A+L_{1} M, 0 ; K\right)} \exp \left(2 \Re \sum_{k=e^{M}}^{K-1} \frac{X_{k} r^{k}}{\sqrt{k}}\right)\right] .
\end{aligned}
$$

Proposition 3.8. With the notations above and let $B:=2 A+L_{1} M$, we have

$$
\begin{equation*}
\mathbb{E}\left[\mathbb{1}_{\mathcal{L}_{r}(B, 0 ; K)} \exp \left(2 \Re \sum_{k=e^{M}}^{K-1} \frac{X_{k} r^{k}}{\sqrt{k}}\right)\right] \ll \frac{K}{e^{M}} \frac{B}{\sqrt{\log \left(K / e^{M}\right)}} \tag{53}
\end{equation*}
$$

Deducing Proposition 3.7 from Proposition 3.8. Note that $B=2 A+L_{1} M=O(\sqrt{\log K})$. By definition of $M$ and Proposition 3.8, we have

$$
\begin{aligned}
\mathbb{E}\left[\mathbb{1}_{\mathcal{G}_{r}(A, \theta ; K)}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2}\right] & \ll \frac{K(A+M)}{e^{M} \sqrt{\log \left(K / e^{M}\right)}} \mathbb{E}\left[\mathbb{1}_{\mathcal{E}_{r}(A, 0 ; M)} \exp \left(2 \Re \sum_{k=M_{*}}^{e^{M}-1} \frac{r^{k}}{\sqrt{k}} X_{k}\right)\right] \\
& \ll \frac{A K}{e^{M} \sqrt{\log K}} \times \mathbb{E}\left[\exp \left(2 \Re \sum_{k=M_{*}}^{e^{M}-1} \frac{r^{k}}{\sqrt{k}} X_{k}\right)\right] \ll \frac{A K}{\sqrt{\log K}},
\end{aligned}
$$

where the last step is due to Lemma A.3. This concludes the proof.

### 3.3.3 Proof of Proposition 3.8

Recall our definition of $\mathbb{Q}^{(1)}=\mathbb{Q}_{r, M, K}^{(1)}$ from (35) and the event $\mathcal{L}_{r}(B, 0 ; K)$ from (52). The constant $M_{*}$ is chosen depending on the law of $R_{1}$ so that for all $k \geqslant M_{*}$, every Laplace functional below (i.e. expectations of the form $\mathbb{E}\left[\exp \left(a_{k} R_{k} \cos \left(\tau_{k}\right)\right)\right]$ for some $\left.a_{k}\right)$ is well defined, and the conditions in Lemmas A. 2 and A. 4 hold. Using Lemma A.3, the left-hand side of (53) becomes

$$
\mathbb{E}\left[\exp \left(\sum_{k=e^{M}}^{K-1} \frac{2 r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right)\right] \mathbb{Q}^{(1)}\left(\mathcal{L}_{r}(B, 0 ; K)\right) \asymp \frac{K}{e^{M}} \mathbb{Q}^{(1)}\left(\mathcal{L}_{r}(B, 0 ; K)\right) .
$$

It then suffices to calculate the ballot-type probability $\mathbb{Q}^{(1)}\left(\mathcal{L}_{r}(B, 0 ; K)\right)$. Define

$$
\begin{equation*}
Y_{m}:=\sum_{e^{m-1} \leqslant k<e^{m}}\left(\frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)-\mu_{k}\right) \tag{54}
\end{equation*}
$$

Next, we approximate these random batches $Y_{m}$ with centered Gaussian variables with uniformly bounded variance, which allows us to use Lemma 3.4 to compute the probability

$$
\mathbb{Q}^{(1)}\left(\forall M<n \leqslant \log K,-B-L_{1} n \leqslant \sum_{m=M+1}^{n} Y_{m} \leqslant B+10 \log n\right) .
$$

Lemma 3.9. For any $r_{m}$ such that $\left|r_{m}\right| \ll m^{2}$, there is some centered Gaussian random variable $N_{m}$ with variance $\sigma_{m}^{2}=\mathbb{E}^{\mathbb{Q}^{(1)}}\left[Y_{m}^{2}\right]=\frac{1}{2}+O\left(e^{-m}\right)$ such that

$$
\mathbb{Q}^{(1)}\left(r_{m} \leqslant Y_{m} \leqslant r_{m}+m^{-4}\right)=\left(1+O\left(m^{-2}\right)\right) \mathbb{P}\left(r_{m} \leqslant N_{m} \leqslant r_{m}+m^{-4}\right) .
$$

Deducing Proposition 3.8 from Lemma 3.9. We use a slicing argument as in [28]. Note that on the event $\mathcal{L}_{r}(B, \theta ; K)$, it holds $-B-L_{1}(n-1) \leqslant \sum_{m=M+1}^{n-1} Y_{m} \leqslant B+10 \log (n-1)$ and $-B-L_{1} n \leqslant \sum_{m=M+1}^{n} Y_{m} \leqslant$ $B+10 \log n$, then there must be

$$
\left|Y_{n}\right| \leqslant 2 B+L_{1} n+10 \log n \ll A+n, M<n \leqslant \log K
$$

Since $M \geqslant \max \{2 \sqrt{A}, 20\}$, we know further that $\left|Y_{n}\right| \ll n^{2}$ uniformly in $M<n \leqslant \log K$. Then there must be some $r_{n} \in \mathcal{R}_{n}:=\left\{r \in n^{-4} \mathbb{Z}:|r| \ll n^{2}\right\}$ such that $r_{n} \leqslant Y_{n}<r_{n}+n^{-4}$. In particular,

$$
\begin{equation*}
-B-L_{1} n-\sum_{m=M+1}^{n} \frac{1}{m^{4}} \leqslant \sum_{m=M+1}^{n} r_{m} \leqslant B+10 \log n, M<n \leqslant \log K \tag{55}
\end{equation*}
$$

Denote by $\mathcal{D}(M, K)$ the set of all possible vectors $\left(r_{n}\right)_{M<n \leqslant \log K}, r_{n} \in \mathcal{R}_{n}$ that satisfy (55), then Lemma 3.9 yields

$$
\begin{aligned}
& \mathbb{Q}^{(1)}\left(\forall M<n \leqslant \log K:-B-L_{1} n \leqslant \sum_{m=M+1}^{n} Y_{m} \leqslant B+10 \log n\right) \\
& \leqslant \sum_{\left(r_{n}\right) \in \mathcal{D}(M, K)} \prod_{m=M+1}^{\log K} \mathbb{Q}^{(1)}\left(r_{m} \leqslant Y_{m}<r_{m}+\frac{1}{m^{4}}\right) \\
&= \sum_{\left(r_{n}\right) \in \mathcal{D}(M, K)} \prod_{m=M+1}^{\log K}\left(1+O\left(m^{-2}\right)\right) \mathbb{P}\left(r_{m} \leqslant N_{m}<r_{m}+\frac{1}{m^{4}}\right) \\
& \ll \sum_{\left(r_{n}\right) \in \mathcal{D}(M, K)} \prod_{m=M+1}^{\log K} \mathbb{P}\left(r_{m} \leqslant N_{m}<r_{m}+\frac{1}{m^{4}}\right) \\
& \leqslant \mathbb{P}\left(\forall M<n \leqslant \log K:-B-L_{1} n-\sum_{m=M+1}^{n} \frac{1}{m^{4}} \leqslant \sum_{m=M+1}^{n} N_{m} \leqslant B+10 \log n+\sum_{m=M+1}^{n} \frac{1}{m^{4}}\right) \\
& \ll \frac{B}{\sqrt{\log \left(K / e^{M}\right)}},
\end{aligned}
$$

where the last step follows from Lemma 3.4. This completes the proof of Proposition 3.8.
Proof of Lemma 3.9. That $\sigma_{m}^{2}=\mathbb{E}^{\mathbb{Q}^{(1)}}\left[Y_{m}^{2}\right]=1 / 2+O\left(e^{-m}\right)$ follows from Lemmas A. 1 and A.4. We first
compute the characteristic function of $Y_{m}$ under $\mathbb{Q}$. Using Lemma 3.3.19 of [22] and Lemma A.4, we have

$$
\begin{aligned}
\mathbb{E}^{\mathbb{Q}^{(1)}}\left[\exp \left(i t\left(\frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)-\mu_{k}\right)\right)\right] & =1-\frac{t^{2}}{2} \operatorname{Var}^{\mathbb{Q}^{(1)}}\left[\frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right]+D_{k}(t) \\
& =1-\left(\frac{r^{2 k}}{4 k}+O\left(k^{-3 / 2}\right)\right) t^{2}+D_{k}(t)
\end{aligned}
$$

with some $D_{k}(t)$ satisfying

$$
\left|D_{k}(t)\right| \ll|t|^{3} \mathbb{E}^{\mathbb{Q}^{(1)}}\left[\left|\frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)-\mu_{k}\right|^{3}\right] \ll|t|^{3} k^{-3 / 2}
$$

and similarly $\left|D_{k}^{\prime}(t)\right| \ll|t|^{2} k^{-3 / 2}$. Rewriting this in exponential form, we have

$$
\mathbb{E}^{\mathbb{Q}^{(1)}}\left[\exp \left(i t\left(\frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)-\mu_{k}\right)\right)\right]=\exp \left(-\frac{t^{2}}{2} \operatorname{Var}^{\mathbb{Q}^{(1)}}\left[\frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right]+T_{k}(t)\right)
$$

with again $\left|T_{k}(t)\right| \ll|t|^{3} k^{-3 / 2}$ and $\left|T_{k}^{\prime}(t)\right| \ll|t|^{2} k^{-3 / 2}$. By independence, we then have

$$
\mathbb{E}^{\mathbb{Q}^{(1)}}\left[\exp \left(i t Y_{m}\right)\right]=\exp \left(-\frac{t^{2} \sigma_{m}^{2}}{2}+S_{m}(t)\right)=\exp \left(-\frac{t^{2}}{2} \sum_{e^{m-1} \leqslant k<e^{m}}\left(\frac{r^{2 k}}{2 k}+O\left(k^{-3 / 2}\right)\right)+S_{m}(t)\right)
$$

with $\left|S_{m}(t)\right| \ll|t|^{3} e^{-m / 2}$ and $\left|S_{m}^{\prime}(t)\right| \ll|t|^{2} e^{-m / 2}$. Let $\lambda_{m}:=r_{m} / \sigma_{m}^{2} \ll m^{2}$ by our assumption that $\left|r_{m}\right| \ll m^{2}$. Define a new measure $\widetilde{\mathbb{Q}}^{(1)}$ by

$$
\frac{\mathrm{d} \widetilde{\mathbb{Q}}^{(1)}}{\mathrm{d} \mathbb{Q}^{(1)}}=\prod_{m=M+1}^{\log K} \frac{\exp \left(\lambda_{m} Y_{m}\right)}{\mathbb{E}^{\mathbb{Q}^{(1)}}\left[\exp \left(\lambda_{m} Y_{m}\right)\right]}
$$

and the characteristic function of $Y_{m}$ under $\widetilde{\mathbb{Q}}^{(1)}$ is

$$
\mathbb{E}^{\widetilde{\mathbb{Q}}^{(1)}}\left[\exp \left(i t Y_{m}\right)\right]=\exp \left(i r_{m} t-\frac{\sigma_{m}^{2}}{2} t^{2}+S_{m}\left(t-i \lambda_{m}\right)-S_{m}\left(-i \lambda_{m}\right)\right)
$$

Note that when $Y_{m} \in\left[r_{m}, r_{m}+m^{-4}\right]$,

$$
\left|\lambda_{m} Y_{m}-\lambda_{m} r_{m}\right| \leqslant \frac{\left|r_{m}\right|}{\sigma_{m}^{2} m^{4}} \ll m^{-2} \quad \text { a.s. }
$$

Together with the estimates on $S_{m}(t)$, we have

$$
\begin{align*}
& \mathbb{Q}^{(1)}\left(r_{m} \leqslant Y_{m} \leqslant r_{m}+m^{-4}\right) \\
= & \mathbb{E}^{\mathbb{Q}^{(1)}}\left[e^{\lambda_{m} Y_{m}}\right] \mathbb{E}^{\widetilde{\mathbb{Q}}^{(1)}}\left[e^{-\lambda_{m} Y_{m}} \mathbb{1}_{\left\{r_{m} \leqslant Y_{m} \leqslant r_{m}+m^{-4}\right\}}\right] \\
= & \exp \left(\frac{\sigma_{m}^{2}}{2} \lambda_{m}^{2}+S_{m}\left(-i \lambda_{m}\right)\right) \exp \left(-r_{m} \lambda_{m}+O\left(m^{-2}\right)\right) \widetilde{\mathbb{Q}}^{(1)}\left(r_{m} \leqslant Y_{m} \leqslant r_{m}+m^{-4}\right)  \tag{56}\\
= & \left(1+O\left(m^{-2}\right)\right) \exp \left(-\frac{r_{m}^{2}}{2 \sigma_{m}^{2}}\right) \widetilde{\mathbb{Q}}^{(1)}\left(r_{m} \leqslant Y_{m} \leqslant r_{m}+m^{-4}\right) .
\end{align*}
$$

For each $m$, let $\widetilde{N}_{m}$ be a Gaussian random variable with mean $r_{m}$ and variance $\sigma_{m}^{2}$ under $\mathbb{P}$, i.e., with characteristic function

$$
\mathbb{E}\left[\exp \left(i t \widetilde{N}_{m}\right)\right]=\exp \left(i r_{m} t-\frac{\sigma_{m}^{2}}{2} t^{2}\right)
$$

Applying Berry-Esseen bound (see equation (3.4.1) of [22]), we obtain

$$
\left|\widetilde{\mathbb{Q}}^{(1)}\left(r_{m} \leqslant Y_{m} \leqslant r_{m}+m^{-4}\right)-\mathbb{P}\left(r_{m} \leqslant \widetilde{N}_{m} \leqslant r_{m}+m^{-4}\right)\right| \ll \int_{-e^{m / 9}}^{e^{m / 9}} \frac{\left|\mathbb{E}^{\widetilde{\mathbb{Q}}^{(1)}}\left[e^{i t Y_{m}}\right]-\mathbb{E}\left[e^{i t \widetilde{N}_{m}}\right]\right|}{|t|} \mathrm{d} t+e^{-m / 9}
$$

Further, since $\left|S_{m}(t)\right| \ll|t|^{3} e^{-m / 2} \ll 1$, we have the estimate

$$
\begin{aligned}
\left|\mathbb{E}^{\widetilde{\mathbb{Q}}^{(1)}}\left[e^{i t Y_{m}}\right]-\mathbb{E}\left[e^{i t \widetilde{N}_{m}}\right]\right| & \leqslant e^{-\sigma_{m}^{2} t^{2} / 2}\left|\exp \left(S_{m}\left(t-i \lambda_{m}\right)-S_{m}\left(-i \lambda_{m}\right)\right)-1\right| \\
& \ll e^{-\sigma_{m}^{2} t^{2} / 2}\left|S_{m}\left(t-i \lambda_{m}\right)-S_{m}\left(-i \lambda_{m}\right)\right| \\
& \ll e^{-\sigma_{m}^{2} t^{2} / 2} \int_{0}^{|t|}\left|S_{m}^{\prime}\left(s-i \lambda_{m}\right)\right| \mathrm{d} s \\
& \ll e^{-\sigma_{m}^{2} t^{2} / 2} e^{-m / 2}\left(\left|\lambda_{m}\right|^{2}|t|+|t|^{3}\right) .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\left|\widetilde{\mathbb{Q}}^{(1)}\left(r_{m} \leqslant Y_{m} \leqslant r_{m}+m^{-4}\right)-\mathbb{P}\left(r_{m} \leqslant \widetilde{N}_{m} \leqslant r_{m}+m^{-4}\right)\right| & \ll e^{-m / 2} \int_{-e^{m / 9}}^{e^{m / 9}}\left(\left|\lambda_{m}\right|^{2}+|t|^{2}\right) e^{-\sigma_{m}^{2} t^{2} / 2} \mathrm{~d} t+e^{-m / 9} \\
& \ll\left(1+\left|r_{m}\right|^{2}\right) e^{-m / 2}+e^{-m / 9} \ll e^{-m / 9}
\end{aligned}
$$

for any $\left|r_{m}\right| \ll m^{2}$. Note that $\mathbb{P}\left(r_{m} \leqslant \widetilde{N}_{m} \leqslant r_{m}+m^{-4}\right) \gg m^{-4}$, we have

$$
\widetilde{\mathbb{Q}}^{(1)}\left(r_{m} \leqslant Y_{m} \leqslant r_{m}+m^{-4}\right)=\left(1+O\left(e^{-m / 10}\right)\right) \mathbb{P}\left(r_{m} \leqslant \widetilde{N}_{m} \leqslant r_{m}+m^{-4}\right),
$$

Finally, a standard Gaussian computation yields

$$
\mathbb{P}\left(r_{m} \leqslant \widetilde{N}_{m} \leqslant r_{m}+m^{-4}\right)=\left(1+O\left(m^{-2}\right)\right) \exp \left(\frac{r_{m}^{2}}{2 \sigma_{m}^{2}}\right) \mathbb{P}\left(r_{m} \leqslant N_{m} \leqslant r_{m}+m^{-4}\right)
$$

Combining with (56) yields the proof.

### 3.4 Lower bound of Proposition 3.1

In this section, we prove the lower bound of Proposition 3.1. ${ }^{3}$ We first reduce the proof to the following two propositions.
Proposition 3.10. Fix $q \in(0,1]$. Suppose that $\mathbb{E}\left[e^{\gamma\left|R_{1}\right|}\right]<\infty$ for some $\gamma>2 q$, i.e. ( $\left.q-L T\right)$ holds. Then for any $0<r<1$,

$$
\mathbb{E}\left[\left|A_{N, M_{*}}\right|^{2 q}\right] \gg \frac{1}{N^{q}}\left(\mathbb{E}\left[\left(\int_{-\pi}^{\pi}\left|F_{N / 2, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right]-\mathbb{E}\left[r^{N q}\left(\int_{-\pi}^{\pi}\left|F_{N / 2, M_{*}}\left(e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right]\right)
$$

Remark 2. Proposition 3.10 mirrors Proposition 8.1 of [50], which focuses on $q \in[1 / 2,1]$ instead of $q \in(0,1]$,

[^3]together with a Hölder's inequality argument for $q \in(0,1 / 2)$, in order to obtain uniformity of the constants in $q$. Here, we do not attempt to have the asymptotic constants in (3) independent of $q$.

Proof. We mainly follow the arguments in Section 9 of [50]. First, it follows from the same symmetrization procedure as (33) that $\mathbb{E}\left[\left|A_{N, M_{*}}\right|^{2 q}\right] \geqslant \mathbb{E}\left[\left|B_{N, M_{*}}\right|^{2 q}\right] / 2$, where

$$
B_{N, M_{*}}:=\sum_{N / 2<n \leqslant N} \frac{X_{n}}{\sqrt{n}} A_{N-n, M_{*}}
$$

By Khintchine's inequality, in the form of Lemma 4.1 of [37], ${ }^{4}$ we have

$$
\mathbb{E}\left[\left|B_{N, M_{*}}\right|^{2 q} \mid\left\{A_{n, M_{*}}\right\}_{1 \leqslant n \leqslant N / 2}\right] \gg\left(\sum_{N / 2<n \leqslant N} \frac{\left|A_{N-n, M_{*}}\right|^{2}}{n}\right)^{q} \gg\left(\frac{1}{N} \sum_{n<N / 2}\left|A_{n, M_{*}}\right|^{2}\right)^{q} .
$$

Taking expectation yields

$$
\mathbb{E}\left[\left|A_{N, M_{*}}\right|^{2 q}\right] \gg \mathbb{E}\left[\left(\frac{1}{N} \sum_{n<N / 2}\left|A_{n, M_{*}}\right|^{2}\right)^{q}\right]
$$

Recall from (40) that with

$$
\widetilde{A}_{n, N, M_{*}}:=\sum_{\substack{\lambda \in \mathcal{P}_{n} \\ \lambda \\ \lambda 1 \leqslant N / 2 \\ \forall 1 \leqslant k<M_{*}, m_{k}(\lambda)=0}} a(\lambda),
$$

it holds that $F_{N / 2, M_{*}}(z)=\sum_{n \geqslant 0} \widetilde{A}_{n, N, M_{*}} z^{n}$, and hence by Parseval's identity, for $r \in(0,1]$,

$$
\begin{align*}
\sum_{n<N / 2}\left|\widetilde{A}_{n, N, M_{*}}\right|^{2} & \geqslant \sum_{n=0}^{\infty}\left|\widetilde{A}_{n, N, M_{*}}\right|^{2} r^{2 n}-r^{N} \sum_{n=0}^{\infty}\left|\widetilde{A}_{n, N, M_{*}}\right|^{2}  \tag{57}\\
& =\frac{1}{2 \pi} \int_{-\pi}^{\pi}\left|F_{N / 2, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta-\frac{r^{N}}{2 \pi} \int_{-\pi}^{\pi}\left|F_{N / 2, M_{*}}\left(e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta
\end{align*}
$$

Moreover, by definition $\widetilde{A}_{n, N, M_{*}}=A_{n, M_{*}}$ for $n<N / 2$. The claim then follows by applying the inequality $|z+w|^{q} \leqslant|z|^{q}+|w|^{q}$ for $q \in[0,1]$ to (57), and taking expectation.

Proposition 3.11. Fix any $q \in(0,1]$. Suppose that ( $q-L T$ ) holds. Let $K$ be large enough. For any $e^{-1 / 400} \leqslant$ $r<1$, we have

$$
\mathbb{E}\left[\left(\int_{-\pi}^{\pi}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \gg\left(\frac{K_{r}}{1+(1-q) \sqrt{\log K_{r}}}\right)^{q}
$$

where $\log K_{r}$ is the largest integer such that $K_{r} \leqslant \min \{-1 /(4 \log r), K\}$.
Remark 3. Here, $K_{r}$ is the threshold below which the variances of $Y_{m}$ (defined in (54)) are comparable (say, between $1 / 20$ and 20 ). This appears necessary to make sense of the random walk analog of (21) proposed in the proof sketch.

Deducing the lower bound of Proposition 3.1 from Propositions 3.10 and 3.11. Consider $r=e^{-C / N}$ for a large

[^4]constant $C$ to be determined. Then Proposition 3.11 gives that for $N$ large enough,
$$
\frac{1}{N^{q}} \mathbb{E}\left[\left(\int_{-\pi}^{\pi}\left|F_{N / 2, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \geqslant \frac{1}{C_{1}}\left(\frac{1}{C(1+(1-q) \sqrt{\log N})}\right)^{q}
$$

On the other hand, applying Proposition 3.3 gives

$$
\frac{1}{N^{q}} \mathbb{E}\left[r^{N q}\left(\int_{-\pi}^{\pi}\left|F_{N / 2, M_{*}}\left(e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \leqslant C_{2}\left(\frac{e^{-C}}{1+(1-q) \sqrt{\log N}}\right)^{q}
$$

Therefore, by picking $C>0$ large enough depending on the constants $C_{1}, C_{2}$, Proposition 3.10 yields

$$
\mathbb{E}\left[\left|A_{N, M_{*}}\right|^{2 q}\right] \gg\left(\frac{1}{1+(1-q) \sqrt{\log N}}\right)^{q}
$$

for $N$ large enough. By adjusting constants suitably, the conclusion stands for all $N$.

### 3.4.1 Proof of Proposition 3.11

For any (random) subset $\mathcal{L}$ of $[-\pi, \pi$ ), we use Hölder's inequality to obtain

$$
\begin{equation*}
\mathbb{E}\left[\left(\int_{-\pi}^{\pi}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \ggg \frac{\left(\mathbb{E}\left[\int_{\mathcal{L}}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right]\right)^{2-q}}{\left(\mathbb{E}\left[\left(\int_{\mathcal{L}}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{2}\right]\right)^{1-q}} \tag{58}
\end{equation*}
$$

We then carefully choose this random set $\mathcal{L}$ as inspired by [50]. Recall (38).
Definition 3.12. Fix again a universal constant $L_{1}>20$ from Lemma 3.4. Let $A$ be a real number with $1 \leqslant A \leqslant \sqrt{\log K_{r}}$. Define $\mathcal{L}(\theta)=\mathcal{L}(A, \theta ; K)$ as the event that for each $\log M_{*} \leqslant n \leqslant \log K_{r}$, one has

$$
-A-L_{1} n \leqslant \sum_{k=M_{*}}^{e^{n}-1}\left(\Re \frac{X_{k} r^{k} e^{i k \theta}}{\sqrt{k}}-\mu_{k}\right) \leqslant A-5 \log n .
$$

Also, let $\mathcal{L}=\mathcal{L}(A ; K)$ be the random subset of $\theta \in[-\pi, \pi)$ such that $\mathcal{L}(\theta)$ holds.
First, we give a lower bound of the numerator of (58).
Lemma 3.13. For any $1 \leqslant A \leqslant \sqrt{\log K_{r}}$ and $e^{-1 / 400} \leqslant r<1$, we have

$$
\mathbb{E}\left[\int_{\mathcal{L}}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right] \gg \frac{A K_{r}}{\sqrt{\log K_{r}}}
$$

Proof. The proof is similar to the proof of Proposition 3.7 in Section 3.3, so we only sketch the key steps. First, observe that by rotational symmetry,

$$
\mathbb{E}\left[\int_{\mathcal{L}}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right]=\mathbb{E}\left[\int_{-\pi}^{\pi} \mathbb{1}_{\mathcal{L}(\theta)}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right]=2 \pi \mathbb{E}\left[\mathbb{1}_{\mathcal{L}(0)}\left|F_{K, M_{*}}(r)\right|^{2}\right]
$$

It follows from Lemmas A. 1 and A.3, and definition of $K_{r}$ that

$$
\mathbb{E}\left[\mathbb{1}_{\mathcal{L}(0)}\left|F_{K, M_{*}}(r)\right|^{2}\right]=\mathbb{E}\left[\exp \left(\sum_{M_{*} \leqslant k \leqslant K} \frac{2 r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right)\right] \mathbb{Q}^{(1)}(\mathcal{L}(0)) \asymp K_{r} \mathbb{Q}^{(1)}(\mathcal{L}(0)) .
$$

Next, recalling the definition of $Y_{m}$ in (54), we replace $\mathcal{L}(0)$ by the less restrictive event

$$
\widehat{\mathcal{L}}(0):=\left\{\forall \log M_{*}<n \leqslant \log K_{r},-L_{1} n \leqslant \sum_{m=\log M_{*}}^{n} Y_{m} \leqslant \min \left\{A, L_{1} n\right\}-5 \log n\right\} .
$$

On the event $\widehat{\mathcal{L}}(0)$, we have

$$
\left|\sum_{e^{m} \leqslant k<e^{m+1}}\left(\Re \frac{X_{k} r^{k} e^{i k \theta}}{\sqrt{k}}-\mu_{k}\right)\right| \ll m, \log M_{*} \leqslant m \leqslant \log K_{r}
$$

It then follows from Lemma 3.9 and a slicing argument as in Section 3.3.3 that

$$
\begin{aligned}
& \mathbb{Q}^{(1)}(\mathcal{L}(0)) \\
\geqslant & \mathbb{Q}^{(1)}\left(\forall \log M_{*}<n \leqslant \log K_{r}:-L_{1} n \leqslant \sum_{m=\log M_{*}}^{n} Y_{m} \leqslant \min \left\{A, L_{1} n\right\}-5 \log n\right) \\
\gg & \mathbb{P}\left(\forall \log M_{*}<n \leqslant \log K_{r}:-L_{1} n+\sum_{m=\log M_{*}}^{n} m^{-4} \leqslant \sum_{m=\log M_{*}}^{n} N_{m} \leqslant \min \left\{A, L_{1} n\right\}-5 \log n-\sum_{m=\log M_{*}}^{n} m^{-4}\right) \\
\gg & \frac{A}{\sqrt{\log K_{r}}},
\end{aligned}
$$

where the last step follows from Lemma 3.4 and by adjusting the constant $L_{1}$ suitably, while noting that $M_{*}$ is a fixed constant. This completes the proof.

For the upper bound of the denominator in (58), we first expand the square to get

$$
\begin{align*}
\mathbb{E}\left[\left(\int_{\mathcal{L}}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{2}\right] & =\mathbb{E}\left[\int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \mathbb{1}_{\mathcal{L}\left(\theta_{1}\right)}\left|F_{K, M_{*}}\left(r e^{i \theta_{1}}\right)\right|^{2} \mathbb{1}_{\mathcal{L}\left(\theta_{2}\right)}\left|F_{K, M_{*}}\left(r e^{i \theta_{2}}\right)\right|^{2} \mathrm{~d} \theta_{1} \mathrm{~d} \theta_{2}\right]  \tag{59}\\
& =\int_{-\pi}^{\pi} \mathbb{E}\left[\mathbb{1}_{\mathcal{L}(0) \cap \mathcal{L}(\theta)}\left|F_{K, M_{*}}(r)\right|^{2}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2}\right] \mathrm{d} \theta
\end{align*}
$$

Proposition 3.14. With notations as above, for any $\theta \in[-\pi, \pi)$ and $e^{-1 / 400} \leqslant r<1$, we have

$$
\mathbb{E}\left[\mathbb{1}_{\mathcal{L}(0) \cap \mathcal{L}(\theta)}\left|F_{K, M_{*}}(r)\right|^{2}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2}\right] \ll A^{2} e^{2 A} \frac{K_{r}^{2}}{\log K_{r}} \frac{\min \left\{K_{r}, 2 \pi /|\theta|\right\}}{\left(\log \min \left\{K_{r}, 2 \pi /|\theta|\right\}\right)^{7}} .
$$

Deducing Proposition 3.11 from Proposition 3.14. As in [50], applying equations (58), (59), Lemma 3.13, and Proposition 3.14 with $A:=\sqrt{\log K_{r}} /\left(1+(1-q) \sqrt{\log K_{r}}\right)$ completes the proof.

### 3.4.2 Proof of Proposition 3.14

Let us define $M=M(r, \theta)$ to be the smallest integer such that $e^{M} \geqslant \max \left\{\min \left\{10^{3} /|\theta|, K_{r} / e\right\}, M_{*}\right\}$. Set

$$
A_{\theta}(M):=\Re \sum_{k=M_{*}}^{e^{M}-1}\left(\frac{X_{k} r^{k} e^{i k \theta}}{\sqrt{k}}-\mu_{k}\right)=\sum_{k=M_{*}}^{e^{M}-1}\left(\frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}+k \theta\right)-\mu_{k}\right), \theta \in[-\pi, \pi) .
$$

Similarly as in the proof of Proposition 3.7, we replace the event $\mathcal{L}(0) \cap \mathcal{L}(\theta)$ with a less restricted event $\widetilde{\mathcal{L}}$, defined by the constraints that

$$
\begin{equation*}
-A-L_{1} M \leqslant A_{0}(M), A_{\theta}(M) \leqslant A-5 \log M, \tag{60}
\end{equation*}
$$

and for any $M<n \leqslant \log K_{r}$,

$$
\begin{aligned}
-A- & L_{1} n-\max \left\{A_{0}(M), A_{\theta}(M), 0\right\} \\
& \leqslant \sum_{e^{M} \leqslant k<e^{n}}\left(\Re \frac{X_{k} r^{k}}{\sqrt{k}}-\mu_{k}\right), \sum_{e^{M} \leqslant k<e^{n}}\left(\Re \frac{X_{k} r^{k} e^{i k \theta}}{\sqrt{k}}-\mu_{k}\right) \leqslant A-\min \left\{A_{0}(M), A_{\theta}(M), 0\right\} .
\end{aligned}
$$

Also recalling our definition (37), and using $\mu_{k}=r^{2 k} / k+O\left(k^{-3 / 2}\right)$, we get

$$
\begin{aligned}
& \mathbb{E}\left[\mathbb{1}_{\mathcal{L}(0) \cap \mathcal{L}(\theta)}\left|F_{K, M_{*}}(r)\right|^{2}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2}\right] \\
< & \exp \left(4 \sum_{k=M_{*}}^{e^{M}-1} \frac{r^{2 k}}{k}\right) \mathbb{E}\left[\mathbb{1}_{\tilde{\mathcal{L}}} e^{2 A_{0}(M)+2 A_{\theta}(M)} \prod_{m=M+1}^{\log K_{r}} e^{2 Z_{0}(m)+2 Z_{\theta}(m)} \exp \left(2 \sum_{k=K_{r}}^{K} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k}+X_{k} e^{i k \theta}\right)\right)\right] \\
\ll & e^{4 M} \mathbb{E}\left[\mathbb{1}_{\tilde{\mathcal{L}}} e^{2 A_{0}(M)+2 A_{\theta}(M)} \prod_{m=M+1}^{\log K_{r}} e^{2 Z_{0}(m)+2 Z_{\theta}(m)}\right] \mathbb{E}\left[\exp \left(2 \sum_{k=K_{r}}^{K} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k}+X_{k} e^{i k \theta}\right)\right)\right] .
\end{aligned}
$$

Using Lemma A. 2 (i) and definition of $K_{r}$, we arrive at

$$
\begin{aligned}
\mathbb{E}\left[\exp \left(2 \sum_{k=K_{r}}^{K} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k}+X_{k} e^{i k \theta}\right)\right)\right] & \ll \mathbb{E}\left[\exp \left(4 \sum_{k=K_{r}}^{K} \frac{r^{k}}{\sqrt{k}} \Re X_{k}\right)\right] \\
& \ll \prod_{k=K_{r}}^{K}\left(1+\frac{2 r^{2 k}}{k}+O\left(k^{-3 / 2}\right)\right) \ll 1 .
\end{aligned}
$$

We conclude that

$$
\begin{equation*}
\mathbb{E}\left[\mathbb{1}_{\mathcal{L}(0) \cap \mathcal{L}(\theta)}\left|F_{K, M_{*}}(r)\right|^{2}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2}\right] \ll e^{4 M_{\mathbb{E}}}\left[\mathbb{1}_{\tilde{\mathcal{L}}} e^{2 A_{0}(M)+2 A_{\theta}(M)} \prod_{m=M+1}^{\log K_{r}} e^{2 Z_{0}(m)+2 Z_{\theta}(m)}\right] . \tag{61}
\end{equation*}
$$

We now state a two-dimensional version of Proposition 3.8, which suffices for proving Proposition 3.14.
Proposition 3.15. Notations as above, and let $M^{\prime}=\max \{M, A\}$. Given any $B, B^{\prime}$ satisfying $B^{\prime} \leqslant 0 \leqslant B$ and $B,-B^{\prime} \leqslant L M^{\prime}$ with some absolute constant $L>0$, define the event

$$
\begin{equation*}
\mathcal{E}:=\left\{\forall M<n \leqslant \log K_{r}, B^{\prime}-L_{1} n \leqslant \sum_{e^{M} \leqslant k<e^{n}}\left(\Re \frac{X_{k} r^{k}}{\sqrt{k}}-\nu_{k}\right), \sum_{e^{M} \leqslant k<e^{n}}\left(\Re \frac{X_{k} r^{k} e^{i k \theta}}{\sqrt{k}}-\nu_{k}\right) \leqslant B\right\} . \tag{62}
\end{equation*}
$$

Then

$$
\mathbb{E}\left[\mathbb{1}_{\mathcal{E}} \prod_{m=M+1}^{\log K_{r}} \exp \left(2 Z_{0}(m)+2 Z_{\theta}(m)\right)\right] \ll \frac{K_{r}^{2}}{e^{2 M}}\left(\frac{M^{\prime}}{\sqrt{1+\log \left(K_{r} / e^{M^{\prime}}\right)}}\right)^{2}
$$

Deducing Proposition 3.14 from Proposition 3.15. Our plan is to condition on $\left\{X_{k}\right\}_{1 \leqslant k<e^{M}}$ and insert Proposition 3.15 into (61). First we claim that, with a constant $L_{0}>0$ large enough, setting $B=A-$ $\min \left\{A_{0}(M), A_{\theta}(M), 0\right\}+L_{0}$ and $B^{\prime}=-A-\max \left\{A_{0}(M), A_{\theta}(M), 0\right\}-L_{0}$ in the definition of event $\mathcal{E}$ gives that $\widetilde{\mathcal{L}} \subseteq \mathcal{E}$. Indeed, this is a consequence of Lemma A.5, with

$$
L_{0}=\sum_{m \geqslant M}\left|\sum_{e^{m-1} \leqslant k<e^{m}}\left(\mu_{k}-\nu_{k}\right)\right| \ll 1 .
$$

Moreover, we have by (60) that on the event $\widetilde{\mathcal{L}}, B-B^{\prime} \leqslant L M^{\prime}$ and $M^{\prime} \ll A+M$ with some large enough absolute constant $L>0$. Together with (61) yield that

$$
\begin{aligned}
\mathbb{E}\left[\mathbb{1}_{\mathcal{L}(0) \cap \mathcal{L}(\theta)}\left|F_{K, M_{*}}(r)\right|^{2}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2}\right] & \ll \frac{K_{r}^{2} e^{2 M}}{1+\log \left(K_{r} / e^{M^{\prime}}\right)} \mathbb{E}\left[\mathbb{1}_{\tilde{\mathcal{L}}} e^{2\left(A_{0}(M)+A_{\theta}(M)\right)}(A+M)^{2}\right] \\
& \ll \frac{K_{r}^{2} e^{2 M}}{1+\log \left(K_{r} / e^{M^{\prime}}\right)} \mathbb{E}\left[\mathbb{1}_{\tilde{\mathcal{L}}} e^{2\left(A_{0}(M)+A_{\theta}(M)\right)} A^{2} M^{2}\right] \\
& \ll \frac{K_{r}^{2} e^{2 M}}{1+\log \left(K_{r} / e^{M^{\prime}}\right)} \frac{e^{2 A} A^{2}}{M^{8}} \mathbb{E}\left[\mathbb{1}_{\left\{A_{0}(M) \leqslant A-5 \log M\right\}} e^{2 A_{0}(M)}\right],
\end{aligned}
$$

where in the last step we used rotational symmetry while bounding $A_{\theta}(M) \leqslant A-5 \log M$. On the other hand, Lemma A. 2 yields

$$
\begin{equation*}
\mathbb{E}\left[\mathbb{1}_{\left\{A_{0}(M) \leqslant A-5 \log M\right\}} e^{2 A_{0}(M)}\right] \leqslant \mathbb{E}\left[e^{2 A_{0}(M)}\right] \ll e^{-M} . \tag{63}
\end{equation*}
$$

Next, using $M^{\prime}=\max \{M, A\} \leqslant \max \left\{M, \sqrt{\log K_{r}}\right\}$ we obtain $\left(1+\log \left(K_{r} / e^{M^{\prime}}\right)\right) M \gg \log K_{r}$. Combining the above and using the definition of $M$ completes the proof.

### 3.4.3 Proof of Proposition 3.15

Suppose first that $\log \left(K_{r} / e^{M}\right) \leqslant 10$. Using rotational symmetry and Lemma A. 2 (i),

$$
\mathbb{E}\left[\mathbb{1}_{\mathcal{E}} \prod_{m=M+1}^{\log K_{r}} \exp \left(2 Z_{0}(m)+2 Z_{\theta}(m)\right)\right] \ll \mathbb{E}\left[\prod_{m=M+1}^{\log K_{r}} \exp \left(4 Z_{0}(m)\right)\right]=\mathbb{E}\left[\exp \left(4 \Re \sum_{m=M+1}^{\log K_{r}} \frac{X_{k} r^{k}}{\sqrt{k}}\right)\right] \ll 1
$$

Now if $K_{r}>e^{M+10}$, we can assume $\theta$ satisfies $10^{3} /|\theta| \leqslant K_{r} / e$ and $e^{M}|\theta| \geqslant 10^{3}$. Recall (36). In view of Lemma A.6, it suffices to bound $\mathbb{Q}^{(2)}(\mathcal{E})$. Recall from (39) that

$$
\nu_{k}=\mathbb{E}^{\mathbb{Q}^{(2)}}\left[\Re \frac{X_{k} r^{k}}{\sqrt{k}}\right]=\frac{r^{2 k}}{k}+\frac{\cos (k \theta) r^{2 k}}{k}+O\left(k^{-3 / 2}\right),
$$

and define

$$
X_{k, 0}:=\Re \frac{X_{k} r^{k}}{\sqrt{k}}-\nu_{k} \quad \text { and } \quad X_{k, \theta}:=\Re \frac{X_{k} r^{k} e^{i k \theta}}{\sqrt{k}}-\nu_{k}, \quad k \in \mathbb{N} .
$$

We apply the same strategy as in the proof of Proposition 3.8: approximate the batched sums of $X_{k, \theta}$ using Gaussians, and apply Lemma 3.4. We first use Lemma A. 4 to compute the joint characteristic function of
$\left(X_{k, 0}, X_{k, \theta}\right)$ as

$$
\begin{aligned}
& \mathbb{E}^{\mathbb{Q}^{(2)}}\left[\exp \left(i u X_{k, 0}+i v X_{k, \theta}\right)\right] \\
= & 1+\frac{-u^{2} \mathbb{E}^{\mathbb{Q}^{(2)}}\left[X_{k, 0}^{2}\right]-v^{2} \mathbb{E}^{\mathbb{Q}^{(2)}}\left[X_{k, \theta}^{2}\right]-2 u v \mathbb{E}^{\mathbb{Q}^{(2)}}\left[X_{k, 0} X_{k, \theta}\right]}{2}+\sum_{j=3}^{\infty} \frac{1}{j!} \mathbb{E}^{\mathbb{Q}^{(2)}}\left[\left(i u X_{k, 0}+i v X_{k, \theta}\right)^{j}\right] \\
= & 1-\frac{\left(u^{2}+v^{2}\right) r^{2 k}}{4 k}-\frac{u v r^{2 k} \cos (k \theta)}{2 k}+\left(u^{2}+v^{2}\right) O\left(\frac{r^{3 k}}{k^{3 / 2}}\right)+\sum_{j=3}^{\infty} \frac{1}{j!} \mathbb{E}^{\mathbb{Q}^{(2)}}\left[\left(i u X_{k, 0}+i v X_{k, \theta}\right)^{j}\right] \\
= & : 1-\frac{\left(u^{2}+v^{2}\right) r^{2 k}}{4 k}-\frac{u v r^{2 k} \cos (k \theta)}{2 k}+D_{k}(u, v),
\end{aligned}
$$

and using Lemma 3.3.19 of [22] and Lemma A.4, we have
(a) $\left|D_{k}(u, v)\right| \ll\left(u^{2}+v^{2}+|u|^{3}+|v|^{3}\right) r^{3 k} k^{-3 / 2}$;
(b) $\left|\frac{\partial D_{k}(u, v)}{\partial u}\right|,\left|\frac{\partial D_{k}(u, v)}{\partial v}\right| \ll\left(|u|+|v|+|u|^{2}+|v|^{2}\right) r^{3 k} k^{-3 / 2}$;
(c) $\left|\frac{\partial^{2} D_{k}(u, v)}{\partial u \partial v}\right| \ll(1+|u|+|v|) r^{3 k} k^{-3 / 2}$.

Before using independence to form a product of the characteristic functions over $k$, we need to transform our expression into an exponential form. We have

$$
\mathbb{E}^{\mathbb{Q}^{(2)}}\left[\exp \left(i u X_{k, 0}+i v X_{k, \theta}\right)\right]=\exp \left(-\frac{\left(u^{2}+v^{2}\right) r^{2 k}}{4 k}-\frac{u v r^{2 k} \cos (k \theta)}{2 k}+T_{k}(u, v)\right)
$$

where the above (a)-(c) hold with $D_{k}(u, v)$ replaced by $T_{k}(u, v)$.
Next, we group the random variables $X_{k, 0}, X_{k, \theta}$ and approximate their sums using Gaussian distributions. Define

$$
Y_{m, 0}=\sum_{e^{m-1} \leqslant k<e^{m}} X_{k, 0} \quad \text { and } \quad Y_{m, \theta}=\sum_{e^{m-1} \leqslant k<e^{m}} X_{k, \theta}, \quad m \in \mathbb{N} .
$$

After summing over $e^{m-1} \leqslant k<e^{m}$,

$$
\begin{equation*}
\mathbb{E}^{\mathbb{Q}^{(2)}}\left[\exp \left(i u Y_{m, 0}+i v Y_{m, \theta}\right)\right]=\exp \left(\sum_{e^{m-1} \leqslant k<e^{m}}\left(-\frac{\left(u^{2}+v^{2}\right) r^{2 k}}{4 k}-\frac{u v r^{2 k} \cos (k \theta)}{2 k}\right)+S_{m}(u, v)\right), \tag{64}
\end{equation*}
$$

where
(a) $\left|S_{m}(u, v)\right| \ll\left(u^{2}+v^{2}+|u|^{3}+|v|^{3}\right) e^{-m / 2} \ll\left(1+|u|^{3}+|v|^{3}\right) e^{-m / 2}$;
(b) $\left|\frac{\partial S_{m}(u, v)}{\partial u}\right|,\left|\frac{\partial S_{m}(u, v)}{\partial v}\right| \ll\left(|u|+|v|+|u|^{2}+|v|^{2}\right) e^{-m / 2}$;
(c) $\left|\frac{\partial^{2} S_{m}(u, v)}{\partial u \partial v}\right| \ll(1+|u|+|v|) e^{-m / 2}$.

Our Gaussian approximation will have the same covariance structure of $\left(Y_{m, 0}, Y_{m, \theta}\right)$ under $\mathbb{Q}^{(2)}$, which we compute first. Define the covariance matrix

$$
\Sigma_{m}:=\left(\begin{array}{cc}
\sigma_{m}^{2} & \rho_{m} \sigma_{m}^{2} \\
\rho_{m} \sigma_{m}^{2} & \sigma_{m}^{2}
\end{array}\right)
$$

where $\sigma_{m}, \rho_{m}$ are defined such that $\Sigma_{m}$ is the covariance matrix of $\left(Y_{m, 0}, Y_{m, \theta}\right)$ under $\mathbb{Q}^{(2)}$. It follows from Lemmas A. 4 and A. 5 that

$$
\sigma_{m}^{2}=\sum_{e^{m-1} \leqslant k<e^{m}}\left(\frac{r^{2 k}}{2 k}+O\left(k^{-3 / 2}\right)\right)=\frac{1}{2}+O\left(e^{-m / 2}\right)
$$

and

$$
\rho_{m} \sigma_{m}^{2}=\sum_{e^{m-1} \leqslant k<e^{m}}\left(\frac{r^{2 k} \cos (k \theta)}{2 k}+O\left(k^{-3 / 2}\right)\right)=O\left(e^{M-m}+e^{-m / 2}\right) .
$$

In particular,

$$
\begin{equation*}
\rho_{m} \ll \frac{e^{M-m}+e^{-m / 2}}{\frac{1}{2}+O\left(e^{-m / 2}\right)} \ll e^{M-m}+e^{-m / 2} \tag{65}
\end{equation*}
$$

Let $\mathbf{N}_{m}:=\left(N_{m, 1}, N_{m, 2}\right)$ be a two-dimensional centered Gaussian vector with covariance matrix $\Sigma_{m}$. That is,

$$
\begin{equation*}
\mathbb{E}\left[e^{i \mathbf{x} \cdot \mathbf{N}_{m}}\right]=\exp \left(-\frac{1}{2} \mathbf{x}^{\top} \Sigma_{m} \mathbf{x}\right), \mathbf{x} \in \mathbb{R}^{2} . \tag{66}
\end{equation*}
$$

Lemma 3.16. For any $\left|u_{m}\right|,\left|v_{m}\right| \ll m$, it holds that

$$
\begin{aligned}
\mathbb{Q}^{(2)}\left(u_{m} \leqslant Y_{m, 0}\right. & \left.\leqslant u_{m}+m^{-3}, v_{m} \leqslant Y_{m, \theta} \leqslant v_{m}+m^{-3}\right) \\
& =\left(1+O\left(m^{-2}\right)\right) \mathbb{P}\left(u_{m} \leqslant N_{m, 1} \leqslant u_{m}+m^{-3}, v_{m} \leqslant N_{m, 2} \leqslant v_{m}+m^{-3}\right) .
\end{aligned}
$$

Proof of Proposition 3.15. We use a slicing argument to bound $\mathbb{Q}^{(2)}(\mathcal{E})$. A direct argument as in the proof of Proposition 3.8 would not work properly since our bound on $\left|Y_{m, 0}\right|,\left|Y_{m, \theta}\right|$ is not yet uniform in $m \in\left(M, \log K_{r}\right]$. For this reason, we condition on the values $\left\{Y_{m, 0}, Y_{m, \theta}\right\}_{M<m \leqslant M^{\prime}}$ and consider the ballot event with partial sums of $\left\{Y_{m, 0}, Y_{m, \theta}\right\}_{M^{\prime}<m \leqslant \log K_{r}}$ where $M^{\prime}=\max \{M, A\}$. Observe that by definition (62), on the event $\mathcal{E}$,

$$
B^{\prime}-L_{1} M^{\prime} \leqslant \sum_{M<j \leqslant M^{\prime}} Y_{j, 0}, \sum_{M<j \leqslant M^{\prime}} Y_{j, \theta} \leqslant B,
$$

and $\left|Y_{m, 0}\right|,\left|Y_{m, \theta}\right| \ll m$ for $M^{\prime}<m \leqslant \log K_{r}$, using $M^{\prime} \gg B-B^{\prime}$. Therefore,

$$
\begin{align*}
\mathbb{Q}^{(2)}(\mathcal{E}) & =\mathbb{E}\left[\mathbb{Q}^{(2)}\left(\mathcal{E} \mid\left\{Y_{m, 0}, Y_{m, \theta}\right\}_{M<m \leqslant M^{\prime}}\right)\right] \\
\leqslant & \leqslant \mathbb{Q}^{(2)}\left(\forall M^{\prime}<m \leqslant \log K_{r}, B^{\prime}-L_{1} m-B \leqslant \sum_{M^{\prime}<j \leqslant m} Y_{j, 0}, \sum_{M^{\prime}<j \leqslant m} Y_{j, \theta} \leqslant B-B^{\prime}+L_{1} M^{\prime}\right. \\
& \text { and } \left.\forall M^{\prime}<m \leqslant \log K_{r},\left|Y_{m, 0}\right|,\left|Y_{m, \theta}\right| \ll m\right) . \tag{67}
\end{align*}
$$

Given a set of values $\left\{Y_{m, 0}, Y_{m, \theta}\right\}_{M<m \leqslant \log K_{r}}$ satisfying the event in (67), there exist numbers $u_{m}, v_{m} \in \mathcal{S}_{m}:=$ $\left\{t \in\left(1 / m^{3}\right) \mathbb{Z}:|t| \ll m\right\}, M^{\prime}<m \leqslant \log K_{r}$ such that for all $M^{\prime}<m \leqslant \log K_{r}$,

$$
u_{m} \leqslant Y_{m, 0}<u_{m}+m^{-3} ; v_{m} \leqslant Y_{m, \theta}<v_{m}+m^{-3},
$$

and in particular,

$$
\begin{equation*}
B^{\prime}-L_{1} m-B-\sum_{M^{\prime}<j \leqslant m} m^{-3} \leqslant \sum_{M^{\prime}<j \leqslant m} u_{j}, \sum_{M^{\prime}<j \leqslant m} v_{j} \leqslant B-B^{\prime}+L_{1} M^{\prime} . \tag{68}
\end{equation*}
$$

Denote by $\mathcal{C}\left(M^{\prime}, K_{r}\right)$ the set of all possible vectors $\left(u_{m}, v_{m}\right)_{M^{\prime} \leqslant m \leqslant \log K_{r}}, u_{m}, v_{m} \in \mathcal{S}_{m}$ satisfying (68). Using Lemma 3.16 and (67), we have

$$
\begin{aligned}
& \mathbb{Q}^{(2)}(\mathcal{E}) \leqslant \mathbb{Q}^{(2)}\left(\forall M^{\prime}<m \leqslant \log K_{r}, B^{\prime}-L_{1} m-B \leqslant \sum_{M^{\prime}<j \leqslant m} Y_{j, 0}, \sum_{M^{\prime}<j \leqslant m} Y_{j, \theta} \leqslant B-B^{\prime}+L_{1} M^{\prime}\right. \\
&\text { and } \left.\forall M^{\prime}<m \leqslant \log K_{r},\left|Y_{m, 0}\right|,\left|Y_{m, \theta}\right| \ll m\right) \\
& \leqslant \sum_{\left(u_{m}, v_{m}\right) \in \mathcal{C}\left(M^{\prime}, K_{r}\right)} \mathbb{Q}^{(2)}\left(Y_{m, 0} \in\left[u_{m}, u_{m}+\frac{1}{m^{3}}\right], Y_{m, \theta} \in\left[v_{m}, v_{m}+\frac{1}{m^{3}}\right] \text { for all } M^{\prime}<m \leqslant \log K_{r}\right) \\
& \leqslant \prod_{\left(u_{m}, v_{m}\right) \in \mathcal{C}\left(M^{\prime}, K_{r}\right)} \prod_{M^{\prime}<m \leqslant \log K_{r}}\left(1+O\left(m^{-2}\right)\right) \\
& \ll \mathbb{P}\left(B^{\prime}-L_{1} m-2 \sum_{j=1}^{m} \frac{1}{j^{3}}-B \leqslant \sum_{M^{\prime}<\ell \leqslant m} N_{\ell, 1}, \sum_{M^{\prime}<\ell \leqslant m} N_{\ell, 2} \leqslant B+2 \sum_{j=1}^{m} \frac{1}{j^{3}}-B^{\prime}+L_{1} M^{\prime}\right. \\
&\text { for all } \left.^{m} M^{\prime}<m \leqslant \log K_{r}\right) \\
& \leqslant \mathbb{P}\left(-L m \leqslant \sum_{M^{\prime}<\ell \leqslant m} N_{\ell, 1}, \sum_{M^{\prime}<\ell \leqslant m} N_{\ell, 2} \leqslant L M^{\prime} \text { for all } M^{\prime}<m \leqslant \log K_{r}\right),
\end{aligned}
$$

where in the last step we used that $B, B^{\prime} \ll M^{\prime}<m$ and $L$ is some other absolute constant.
Before applying the Gaussian ballot theorem, we shall decorrelate each pair of random variables $\left(N_{m, 1}, N_{m, 2}\right)$. Recall from [50, Section 12] that for any Borel set $B \subseteq \mathbb{R}^{2}$,

$$
\mathbb{P}\left(\left(N_{m, 1}, N_{m, 2}\right) \in B\right) \leqslant \sqrt{\frac{1+\left|\rho_{m}\right|}{1-\left|\rho_{m}\right|}} \mathbb{P}\left(\left(\widetilde{N}_{m, 1}, \widetilde{N}_{m, 2}\right) \in B\right)
$$

where $\widetilde{N}_{m, 1}, \widetilde{N}_{m, 2}$ are i.i.d. $N\left(0, \sigma_{m}^{2}\left(1+\left|\rho_{m}\right|\right)\right)$ distributed. Using (65), it is straightforward to see that

$$
\begin{equation*}
\prod_{M^{\prime}<m \leqslant \log K_{r}} \sqrt{\frac{1+\left|\rho_{m}\right|}{1-\left|\rho_{m}\right|}} \ll 1 \tag{69}
\end{equation*}
$$

By Lemma 3.4, we conclude that

$$
\mathbb{Q}^{(2)}(\mathcal{E}) \ll \mathbb{P}\left(-L m \leqslant \sum_{M^{\prime}<\ell \leqslant m} N_{\ell, 1}, \sum_{M^{\prime}<\ell \leqslant m} N_{\ell, 2} \leqslant L M^{\prime} \text { for } M^{\prime}<m \leqslant \log K_{r}\right)
$$

$$
\begin{aligned}
& \ll \mathbb{P}\left(-L m \leqslant \sum_{M^{\prime}<\ell \leqslant m} \widetilde{N}_{\ell, 1}, \sum_{M^{\prime}<\ell \leqslant m} \widetilde{N}_{\ell, 2} \leqslant L M^{\prime} \text { for } M^{\prime}<m \leqslant \log K_{r}\right) \\
& =\left(\mathbb{P}\left(-L m \leqslant \sum_{M^{\prime}<\ell \leqslant m} \widetilde{N}_{\ell, 1} \leqslant L M^{\prime} \text { for } M^{\prime}<m \leqslant \log K_{r}\right)\right)^{2} \\
& \ll\left(\frac{M^{\prime}}{\sqrt{1+\log \left(K_{r} / e^{M^{\prime}}\right)}}\right)^{2} .
\end{aligned}
$$

This yields the desired result.
Proof of Lemma 3.16. Let $\mathbf{Y}_{m}:=\left(Y_{m, 0}, Y_{m, \theta}\right)^{\top}, \mathbf{u}:=\left(u_{m}, v_{m}\right)^{\top}$, and $\boldsymbol{\lambda}:=\Sigma_{m}^{-1} \mathbf{u}$, where we recall that $\Sigma_{m}$ is the covariance matrix of $\left(Y_{m, 0}, Y_{m, \theta}\right)$ under $\mathbb{Q}^{(2)}$. First, we apply an exponential tilt of the measure so that $\left(Y_{m, 0}, Y_{m, \theta}\right)$ is centered at $\left(u_{m}, v_{m}\right)$. Define the tilted measure $\widetilde{\mathbb{Q}}^{(2)}$ by

$$
\frac{\mathrm{d} \widetilde{\mathbb{Q}}^{(2)}}{\mathrm{d} \mathbb{Q}^{(2)}}:=\frac{\exp \left(\boldsymbol{\lambda} \cdot \mathbf{Y}_{m}\right)}{\mathbb{Q}^{(2)}\left(\exp \left(\boldsymbol{\lambda} \cdot \mathbf{Y}_{m}\right)\right)}
$$

Let $\widehat{\mathbf{N}}_{m}:=\left(\widehat{N}_{m, 1}, \widehat{N}_{m, 2}\right)$ be a two-dimensional Gaussian vector with the same mean and covariance matrix as $\mathbf{Y}_{m}$ under $\widetilde{\mathbb{Q}}^{(2)}$. By (66) and since exponential tilts preserves the covariance for Gaussians, we have

$$
\mathbb{E}\left[e^{i \mathbf{x} \cdot \widehat{\mathbf{N}}_{m}}\right]=\exp \left(-\frac{1}{2} \mathbf{x}^{\top} \Sigma_{m} \mathbf{x}+i \mathbf{u} \cdot \mathbf{x}\right), \mathbf{x} \in \mathbb{R}^{2} .
$$

The corresponding characteristic function of $\mathbf{Y}_{m}$ under the tilted measure $\widetilde{\mathbb{Q}}^{(2)}$ is given by

$$
\begin{equation*}
\mathbb{E}^{\widetilde{\mathbb{Q}}^{(2)}}\left[e^{i \mathbf{x} \cdot \mathbf{Y}_{m}}\right]=\exp \left(-\frac{1}{2} \mathbf{x}^{\top} \Sigma_{m} \mathbf{x}+i \mathbf{u} \cdot \mathbf{x}+S_{m}(\mathbf{x}-i \boldsymbol{\lambda})-S_{m}(-i \boldsymbol{\lambda})\right), \mathbf{x} \in \mathbb{R}^{2}, \tag{70}
\end{equation*}
$$

where we recall $S_{m}$ from (64). Following [46], we have

$$
\begin{align*}
& \mid \widetilde{\mathbb{Q}}^{(2)}\left(u_{m}\right.\left.\leqslant Y_{m, 0} \leqslant u_{m}+m^{-3}, v_{m} \leqslant Y_{m, \theta} \leqslant v_{m}+m^{-3}\right) \\
&-\mathbb{P}\left(u_{m} \leqslant \widehat{N}_{m, 1} \leqslant u_{m}+m^{-3}, v_{m} \leqslant \widehat{N}_{m, 2} \leqslant v_{m}+m^{-3}\right) \mid \\
& \ll \int_{-e^{m / 9}}^{e^{m / 9}} \int_{-e^{m / 9}}^{e^{m / 9}}\left|\frac{\Delta(s, t)}{s t}\right| \mathrm{d} s \mathrm{~d} t+\int_{-e^{m / 9}}^{e^{m / 9}}\left|\frac{\mathbb{E}^{\widetilde{\mathbb{Q}}^{(2)}}\left[\exp \left(i s Y_{m, 0}\right)\right]-\mathbb{E}\left[\exp \left(i s \widehat{N}_{m, 1}\right)\right]}{s}\right| \mathrm{d} s  \tag{71}\\
&+\int_{-e^{m / 9}}^{e^{m / 9}}\left|\frac{\mathbb{E}^{\widetilde{\mathbb{Q}}^{(2)}}\left[\exp \left(i t Y_{m, \theta}\right)\right]-\mathbb{E}\left[\exp \left(i t \widehat{N}_{m, 2}\right)\right]}{t}\right| \mathrm{d} t+e^{-m / 9},
\end{align*}
$$

where

$$
\begin{aligned}
\Delta(s, t):=\mathbb{E}^{\widetilde{\mathbb{Q}}^{(2)}} & {\left[\exp \left(i s Y_{m, 0}+i t Y_{m, \theta}\right)\right]-\mathbb{E}\left[\exp \left(i s \widehat{N}_{m, 1}+i t \widehat{N}_{m, 2}\right)\right] } \\
& -\mathbb{E}^{\widetilde{\mathbb{Q}}^{(2)}}\left[\exp \left(i s Y_{m, 0}\right)\right] \mathbb{E}^{\widetilde{\mathbb{Q}}^{(2)}}\left[\exp \left(i t Y_{m, \theta}\right)\right]+\mathbb{E}\left[\exp \left(i s \widehat{N}_{m, 1}\right)\right] \mathbb{E}\left[\exp \left(i t \widehat{N}_{m, 2}\right)\right] .
\end{aligned}
$$

For $\mathbf{x}_{1}=(s, 0)$, we estimate

$$
\begin{align*}
\left|S_{m}\left(\mathbf{x}_{1}-i \boldsymbol{\lambda}\right)-S_{m}(-i \boldsymbol{\lambda})\right| & =\left|\int_{0}^{s} \frac{\mathrm{~d} S_{m}\left(t-i \lambda_{1},-i \lambda_{2}\right)}{\mathrm{d} t} \mathrm{~d} t\right| \\
& \ll e^{-m / 2} \int_{0}^{|s|}\left(1+|t|^{2}+\|\boldsymbol{\lambda}\|^{2}\right) \mathrm{d} t \ll e^{-m / 2}\left(1+\|\mathbf{u}\|^{2}\right)\left(|s|+|s|^{3}\right), \tag{72}
\end{align*}
$$

where we used $\|\boldsymbol{\lambda}\| \leqslant\left\|\Sigma_{m}^{-1}\right\|_{\mathrm{op}}\|\mathbf{u}\|=\left(\sigma_{m}^{2}-\left|\rho_{m} \sigma_{m}^{2}\right|\right)^{-1}\|\mathbf{u}\| \ll\|\mathbf{u}\|$, since $\sigma_{m}^{2} \gg 1$ and $\rho_{m} \sigma_{m}^{2}=o(1)$ by Lemma A.5. Inserting back into (70), the second integral of (71) can be bounded by

$$
\begin{aligned}
\int_{-e^{m / 9}}^{e^{m / 9}}\left|\frac{\mathbb{E}^{\mathbb{Q}^{(2)}}\left[\exp \left(i s Y_{m, 0}\right)\right]-\mathbb{E}\left[\exp \left(i s \widehat{N}_{m, 1}\right)\right]}{s}\right| \mathrm{d} s & \leqslant \int_{-e^{m / 9}}^{e^{m / 9}}\left|\frac{e^{S_{m}\left(\mathbf{x}_{1}-i \boldsymbol{\lambda}\right)-S_{m}(-i \boldsymbol{\lambda})}-1}{s}\right| e^{-\sigma_{m}^{2} s^{2} / 2} \mathrm{~d} s \\
& \ll \int_{-e^{m / 9}}^{e^{m / 9}}\left|\frac{S_{m}\left(\mathbf{x}_{1}-i \boldsymbol{\lambda}\right)-S_{m}(-i \boldsymbol{\lambda})}{s}\right| e^{-\sigma_{m}^{2} s^{2} / 2} \mathrm{~d} s \\
& \leqslant e^{-m / 2}\left(1+u_{m}^{2}+v_{m}^{2}\right) \int_{-e^{m / 9}}^{e^{m / 9}}\left(1+s^{2}\right) e^{-\sigma_{m}^{2} s^{2} / 2} \mathrm{~d} s \\
& \ll e^{-m / 2} m^{2} \ll e^{-m / 9}
\end{aligned}
$$

A similar estimate holds for the third term. We now bound the first integral of (71), where we consider $\mathbf{x}_{2}=(0, t)$ and $\mathbf{x}_{3}=(s, t)$ in (70):

$$
\begin{aligned}
&|\Delta(s, t)|= \left\lvert\, \exp \left(-\frac{\sigma_{m}^{2}}{2}\left\|\mathbf{x}_{3}\right\|^{2}+i \mathbf{u} \cdot \mathbf{x}_{3}\right)\left[\exp \left(-\rho_{m} \sigma_{m}^{2} s t+S_{m}\left(\mathbf{x}_{3}-i \boldsymbol{\lambda}\right)-S_{m}(-i \boldsymbol{\lambda})\right)+1\right.\right. \\
&\left.-\exp \left(-\rho_{m} \sigma_{m}^{2} s t\right)-\exp \left(S_{m}\left(\mathbf{x}_{1}-i \boldsymbol{\lambda}\right)+S_{m}\left(\mathbf{x}_{2}-i \boldsymbol{\lambda}\right)-2 S_{m}(-i \boldsymbol{\lambda})\right)\right] \mid \\
& \leqslant \exp \left(-\frac{\sigma_{m}^{2}}{2}\left\|\mathbf{x}_{3}\right\|^{2}\right)\left[\left|e^{-\rho_{m} \sigma_{m}^{2} s t}-1\right|\left|e^{S_{m}\left(\mathbf{x}_{3}-i \boldsymbol{\lambda}\right)-S_{m}(-i \boldsymbol{\lambda})}-1\right|\right. \\
&\left.+\left|e^{S_{m}\left(\mathbf{x}_{3}-i \boldsymbol{\lambda}\right)-S_{m}(-i \boldsymbol{\lambda})}\right|\left|e^{S_{m}\left(\mathbf{x}_{1}-i \boldsymbol{\lambda}\right)+S_{m}\left(\mathbf{x}_{2}-i \boldsymbol{\lambda}\right)-S_{m}\left(\mathbf{x}_{3}-i \boldsymbol{\lambda}\right)-S_{m}(-i \boldsymbol{\lambda})}-1\right|\right] \\
& \ll \exp \left(-\frac{\sigma_{m}^{2}}{2}\left\|\mathbf{x}_{3}\right\|^{2}\right)\left[\left|s t \| S_{m}\left(\mathbf{x}_{3}-i \boldsymbol{\lambda}\right)-S_{m}(-i \boldsymbol{\lambda})\right|\right. \\
&\left.\quad+\left|S_{m}\left(\mathbf{x}_{1}-i \boldsymbol{\lambda}\right)+S_{m}\left(\mathbf{x}_{2}-i \boldsymbol{\lambda}\right)-S_{m}\left(\mathbf{x}_{3}-i \boldsymbol{\lambda}\right)-S_{m}(-i \boldsymbol{\lambda})\right|\right]
\end{aligned}
$$

where we used Lemma A. 5 in the last step. Similarly to (72), we have

$$
\begin{aligned}
\left|S_{m}\left(\mathbf{x}_{3}-i \boldsymbol{\lambda}\right)-S_{m}(-i \boldsymbol{\lambda})\right| & \leqslant\left|S_{m}\left(\mathbf{x}_{3}-i \boldsymbol{\lambda}\right)-S_{m}\left(\mathbf{x}_{1}-i \boldsymbol{\lambda}\right)\right|+\left|S_{m}\left(\mathbf{x}_{1}-i \boldsymbol{\lambda}\right)-S_{m}(-i \boldsymbol{\lambda})\right| \\
& \ll e^{-m / 2}\left(1+s^{2}+\|\mathbf{u}\|^{2}\right)\left(|t|+|t|^{3}\right)+e^{-m / 2}\left(1+\|\mathbf{u}\|^{2}\right)\left(|s|+|s|^{3}\right)
\end{aligned}
$$

and also

$$
\begin{aligned}
\left|S_{m}\left(\mathbf{x}_{1}-i \boldsymbol{\lambda}\right)+S_{m}\left(\mathbf{x}_{2}-i \boldsymbol{\lambda}\right)-S_{m}\left(\mathbf{x}_{3}-i \boldsymbol{\lambda}\right)-S_{m}(-i \boldsymbol{\lambda})\right| & =\left|\int_{0}^{s} \int_{0}^{t} \frac{\partial^{2} S_{m}\left(u-i \lambda_{1}, v-i \lambda_{2}\right)}{\partial u \partial v} \mathrm{~d} u \mathrm{~d} v\right| \\
& \ll e^{-m / 2}\left(1+\|\boldsymbol{\lambda}\|_{1}\right)(1+|s|+|t|)|s t| \\
& \ll m e^{-m / 2}(1+|s|+|t|)|s t|
\end{aligned}
$$

Therefore,

$$
\begin{gathered}
\int_{-e^{m / 9}}^{e^{m / 9}} \int_{-e^{m / 9}}^{e^{m / 9}}\left|\frac{\Delta(s, t)}{s t}\right| \mathrm{d} s \mathrm{~d} t
\end{gathered} \ll e^{-m / 2} \int_{-e^{m / 9}}^{e^{m / 9}} \int_{-e^{m / 9}}^{e^{m / 9}} \exp \left(-\frac{\sigma_{m}^{2}}{2}\left\|\mathbf{x}_{3}\right\|^{2}\right)\left[\left(1+s^{2}+\|\mathbf{u}\|^{2}\right)\left(|t|+|t|^{3}\right) ~ 子 \begin{array}{c}
\left.\left(1+\|\mathbf{u}\|^{2}\right)\left(|s|+|s|^{3}\right)+m(1+|s|+|t|)|s t|\right] \mathrm{d} s \mathrm{~d} t \\
\\
\ll m^{2} e^{-m / 2} \ll e^{-m / 9}
\end{array}\right.
$$

Plugging back to (71), we obtain

$$
\begin{aligned}
\mid \widetilde{\mathbb{Q}}^{(2)}\left(u_{m} \leqslant Y_{m, 0}\right. & \left.\leqslant u_{m}+m^{-3}, v_{m} \leqslant Y_{m, \theta} \leqslant v_{m}+m^{-3}\right) \\
& -\mathbb{P}\left(u_{m} \leqslant \widehat{N}_{m, 1} \leqslant u_{m}+m^{-3}, v_{m} \leqslant \widehat{N}_{m, 2} \leqslant v_{m}+m^{-3}\right) \mid \ll e^{-m / 9}
\end{aligned}
$$

uniformly for all $\left|u_{m}\right|,\left|v_{m}\right| \ll m, M \leqslant m \leqslant \log K_{r}$. We may replace the absolute error by a multiplier of $\left(1+O\left(e^{-m / 10}\right)\right)$, since $\left(\widehat{N}_{m, 1}, \widehat{N}_{m, 2}\right)$ is centered at $\left(u_{m}, v_{m}\right)$ and has constant order variances with vanishing correlation. This gives that for $\left|u_{m}\right|,\left|v_{m}\right| \ll m$ and $M \leqslant m \leqslant \log K_{r}$,

$$
\begin{aligned}
\widetilde{\mathbb{Q}}^{(2)}\left(u_{m} \leqslant Y_{m, 0}\right. & \left.\leqslant u_{m}+m^{-3}, v_{m} \leqslant Y_{m, \theta} \leqslant v_{m}+m^{-3}\right) \\
& =\left(1+O\left(e^{-m / 10}\right)\right) \mathbb{P}\left(u_{m} \leqslant \widehat{N}_{m, 1} \leqslant u_{m}+m^{-3}, v_{m} \leqslant \widehat{N}_{m, 2} \leqslant v_{m}+m^{-3}\right) .
\end{aligned}
$$

Now note that if $Y_{m, 0} \in\left[u_{m}, u_{m}+m^{-3}\right]$ and $Y_{m, \theta} \in\left[v_{m}, v_{m}+m^{-3}\right]$, it holds that $\left|\boldsymbol{\lambda} \cdot \boldsymbol{Y}_{m}-\boldsymbol{\lambda} \cdot \boldsymbol{u}\right| \ll\|\boldsymbol{u}\| / m^{3} \ll m^{-2}$. Therefore, we have

$$
\begin{aligned}
& \mathbb{Q}^{(2)}\left(u_{m} \leqslant Y_{m, 0} \leqslant u_{m}+m^{-3}, v_{m} \leqslant Y_{m, \theta} \leqslant v_{m}+m^{-3}\right) \\
= & \mathbb{E}^{\mathbb{Q}^{(2)}}\left[e^{\lambda \cdot \mathbf{Y}_{m}}\right] \widetilde{\mathbb{Q}}^{(2)}\left(e^{-\lambda \cdot \mathbf{Y}_{m}} \mathbb{1}_{\left\{u_{m} \leqslant Y_{m, 0} \leqslant u_{m}+m^{-3}, v_{m} \leqslant Y_{m, \theta} \leqslant v_{m}+m^{-3}\right\}}\right) \\
= & \exp \left(-\frac{1}{2} \mathbf{u}^{\top} \Sigma_{m}^{-1} \mathbf{u}+S_{m}(-i \boldsymbol{\lambda})\right)\left(1+O\left(m^{-2}\right)\right) \widetilde{\mathbb{Q}}^{(2)}\left(u_{m} \leqslant Y_{m, 0} \leqslant u_{m}+m^{-3}, v_{m} \leqslant Y_{m, \theta} \leqslant v_{m}+m^{-3}\right) \\
= & \left(1+O\left(m^{-2}\right)\right) \exp \left(-\frac{1}{2} \mathbf{u}^{\top} \Sigma_{m}^{-1} \mathbf{u}\right)\left(1+O\left(e^{-m / 10}\right)\right) \mathbb{P}\left(u_{m} \leqslant \widehat{N}_{m, 1} \leqslant u_{m}+m^{-3}, v_{m} \leqslant \widehat{N}_{m, 2} \leqslant v_{m}+m^{-3}\right) .
\end{aligned}
$$

Thus,

$$
\begin{aligned}
\mathbb{Q}^{(2)}\left(u_{m}\right. & \left.\leqslant Y_{m, 0} \leqslant u_{m}+m^{-3}, v_{m} \leqslant Y_{m, \theta} \leqslant v_{m}+m^{-3}\right) \\
\quad= & \left(1+O\left(m^{-2}\right)\right) \exp \left(-\frac{1}{2} \mathbf{u}^{\top} \Sigma_{m}^{-1} \mathbf{u}\right) \mathbb{P}\left(u_{m} \leqslant \widehat{N}_{m, 1} \leqslant u_{m}+m^{-3}, v_{m} \leqslant \widehat{N}_{m, 2} \leqslant v_{m}+m^{-3}\right) .
\end{aligned}
$$

By a standard Gaussian computation,

$$
\begin{aligned}
\mathbb{P}\left(u_{m}\right. & \left.\leqslant N_{m, 1} \leqslant u_{m}+m^{-3}, v_{m} \leqslant N_{m, 2} \leqslant v_{m}+m^{-3}\right) \\
& =\left(1+O\left(m^{-2}\right)\right) \exp \left(-\frac{1}{2} \mathbf{u}^{\top} \Sigma_{m}^{-1} \mathbf{u}\right) \mathbb{P}\left(u_{m} \leqslant \widehat{N}_{m, 1} \leqslant u_{m}+m^{-3}, v_{m} \leqslant \widehat{N}_{m, 2} \leqslant v_{m}+m^{-3}\right) .
\end{aligned}
$$

The proof is then complete.

## 4 The stretched exponential phase

Recall in the stretched exponential case (SE), $\mathbb{P}\left(\left|R_{k}\right| \geqslant u\right)=\exp \left(-\left(u / c_{p}\right)^{p}\right)$ with $0<p<1$ and $c_{p}=$ $(2 \Gamma(2 / p) / p)^{-1 / 2}$. Denoting by $\lambda^{*}=(1, \ldots, 1)$ the all-one partition of $N$, Theorem 1.3 in the (SE) case follows
from the following proposition, which shows that the contribution from $\lambda^{*}$ alone is the main term in low moments of $A_{N}$.

Proposition 4.1. For all $N$ large enough and any $q>0$,

$$
\begin{equation*}
\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right]=(1+o(1)) \mathbb{E}\left[\left|a\left(\lambda^{*}\right)\right|^{2 q}\right]=(1+o(1))(2 \pi)^{1 / 2-q} \sqrt{\frac{2 q}{p}} C_{p, q}^{2 q N / p} N^{2 q(1 / p-1) N+1 / 2-q} \tag{73}
\end{equation*}
$$

where $C_{p, q}=2 q c_{p}^{p} /\left(p e^{1-p}\right)$.
Proof. Recall that $a\left(\lambda^{*}\right)=X_{1}^{N} / N$ !. The asymptotic formula of $\mathbb{E}\left[\left|a\left(\lambda^{*}\right)\right|^{2 q}\right]$ then follows from (15). For the first asymptotic relation, by concavity, we have for $0<q<1 / 2$,

$$
\mathbb{E}\left[\left|a\left(\lambda^{*}\right)\right|^{2 q}\right]-\sum_{\substack{|\lambda|=N \\ m_{1}<N}} \mathbb{E}\left[|a(\lambda)|^{2 q}\right] \leqslant \mathbb{E}\left[\left|A_{N}\right|^{2 q}\right] \leqslant \mathbb{E}\left[\left|a\left(\lambda^{*}\right)\right|^{2 q}\right]+\sum_{\substack{|\lambda|=N \\ m_{1}<N}} \mathbb{E}\left[|a(\lambda)|^{2 q}\right],
$$

and by Minkowski's inequality, for $q \geqslant 1 / 2$,

$$
\mathbb{E}\left[\left|a\left(\lambda^{*}\right)\right|^{2 q}\right]^{1 /(2 q)}-\sum_{\substack{|\lambda|=N \\ m_{1}<N}} \mathbb{E}\left[|a(\lambda)|^{2 q}\right]^{1 /(2 q)} \leqslant \mathbb{E}\left[\left|A_{N}\right|^{2 q}\right]^{1 /(2 q)} \leqslant \mathbb{E}\left[\left|a\left(\lambda^{*}\right)\right|^{2 q}\right]^{1 /(2 q)}+\sum_{\substack{|\lambda|=N \\ m_{1}<N}} \mathbb{E}\left[|a(\lambda)|^{2 q}\right]^{1 /(2 q)}
$$

Therefore it suffices to show for $0<q<1 / 2$,

$$
\begin{equation*}
\sum_{\substack{|\lambda|=N \\ m_{1}<N}} \mathbb{E}\left[|a(\lambda)|^{2 q}\right]=o\left(\mathbb{E}\left[\left|a\left(\lambda^{*}\right)\right|^{2 q}\right]\right) \tag{74}
\end{equation*}
$$

and for $q \geqslant 1 / 2$,

$$
\begin{equation*}
\sum_{\substack{|\lambda|=N \\ m_{1}<N}} \mathbb{E}\left[|a(\lambda)|^{2 q}\right]^{1 /(2 q)}=o\left(\mathbb{E}\left[\left|a\left(\lambda^{*}\right)\right|^{2 q}\right]^{1 /(2 q)}\right) \tag{75}
\end{equation*}
$$

as $N \rightarrow \infty$. Fix $q \in(0,1 / 2)$, by (14) we have

$$
\begin{align*}
\sum_{\substack{|\lambda|=N \\
m_{1}<N}} \mathbb{E}\left[|a(\lambda)|^{2 q}\right] & \leqslant \sum_{k=1}^{N} \sum_{\substack{\left|\lambda^{\prime}\right|=k \\
m_{1}\left(\lambda^{\prime}\right)=0}} \mathbb{E}\left[\left|\frac{X_{1}^{N-k}}{(N-k)!} a\left(\lambda^{\prime}\right)\right|^{2 q}\right] \\
& \ll \sum_{k=1}^{N} C_{p, q}^{2 q(N-k) / p}(N-k)^{2 q(1 / p-1)(N-k)+1 / 2-q} \sum_{\substack{\left|\lambda^{\prime}\right|=k \\
m_{1}\left(\lambda^{\prime}\right)=0}} \mathbb{E}\left[\left|a\left(\lambda^{\prime}\right)\right|^{2 q}\right] . \tag{76}
\end{align*}
$$

For each $\lambda^{\prime}$ as a partition of $k \in\{1, \ldots, N\}$ with $m_{1}\left(\lambda^{\prime}\right)=0$, we have with some constant $c=c_{p, q}>0$ (which may vary from line to line) that

$$
\mathbb{E}\left[\left|a\left(\lambda^{\prime}\right)\right|^{2 q}\right] \ll \prod_{j=2}^{k} c C_{p, q}^{2 q m_{j} / p} m_{j}^{2 q(1 / p-1) m_{j}+1} \ll c^{k}\left(\frac{k}{2}\right)^{q(1 / p-1) k+\sqrt{2 k}}
$$

where in the last inequality we use the fact that $\left|\lambda^{\prime}\right|=k=\sum_{j=2}^{k} j m_{j} \geqslant 2 \sum_{j=2}^{k} m_{j}$, and that $\sum_{j=2}^{k} \mathbb{1}_{\left\{m_{j}>0\right\}} \leqslant$
$\sqrt{2 k}$. Recall the partition number $p_{k} \ll e^{\pi \sqrt{2 / 3} \sqrt{k}}$, we can bound (76) from above by

$$
\begin{aligned}
\sum_{\substack{|\lambda|=N \\
m_{1}<N}} \mathbb{E}\left[|a(\lambda)|^{2 q}\right] & \ll \sum_{k=1}^{N} C_{p, q}^{2 q(N-k) / p}(N-k)^{2 q(1 / p-1)(N-k)+1 / 2-q} e^{\pi \sqrt{2 / 3} \sqrt{k}} c^{k}\left(\frac{k}{2}\right)^{q(1 / p-1) k+\sqrt{2 k}} \\
& \ll \mathbb{E}\left[\left|a\left(\lambda^{*}\right)\right|^{2 q}\right] \sum_{k=1}^{\infty} C_{p, q}^{-2 q k / p} e^{c k} \frac{(N-k)^{2 q(1 / p-1)(N-k)+1 / 2-q}(k / 2)^{q(1 / p-1) k+\sqrt{2 k}}}{N^{2 q(1 / p-1) N+1 / 2-q}} \\
& \ll \mathbb{E}\left[\left|a\left(\lambda^{*}\right)\right|^{2 q}\right] \sum_{k=1}^{\infty} \exp \left(c k-q\left(\frac{1}{p}-1\right)(2 N \log N-2(N-k) \log (N-k)-k \log k)\right) \\
& \ll \mathbb{E}\left[\left|a\left(\lambda^{*}\right)\right|^{2 q}\right] \sum_{k=1}^{\infty} \exp \left(c k-q\left(\frac{1}{p}-1\right) k \log N\right) \\
& \ll \mathbb{E}\left[\left|a\left(\lambda^{*}\right)\right|^{2 q}\right] \sum_{k=1}^{\infty} N^{-c k}=o\left(\mathbb{E}\left[\left|a\left(\lambda^{*}\right)\right|^{2 q}\right]\right),
\end{aligned}
$$

establishing (74) and hence (73). A similar computation proves (75) and hence the result follows.

## 5 The exponential phase

Let us recall that in the exponential phase (EXP), $\mathbb{P}\left(\left|R_{k}\right| \geqslant u\right)=\exp \left(-\gamma\left(u-c_{\gamma}\right)\right) \wedge 1$ for $u \geqslant 0$, where $\gamma \in(0,2 q]$ and $c_{\gamma}=\log \left(\gamma^{2} / 2\right) / \gamma$. Our goal is to provide asymptotics for $\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right]$ as $N \rightarrow \infty$ where $q \in(0,1]$. To this end, we split into two cases: $\gamma<2 q$ and $\gamma=2 q$.

### 5.1 The case $\gamma<2 q$

In this section, we prove Theorem 1.4 for $\gamma<2 q$, that

$$
\begin{equation*}
\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right] \asymp \phi(N)=\phi_{q, \gamma}(N):=N^{1 / 2-q}\left(\frac{2 q}{\gamma}\right)^{2 q N}, \quad q \in(0,1], \gamma<2 q . \tag{77}
\end{equation*}
$$

### 5.1.1 Proof of the upper bound

A direct application of Minkowski's inequality together with (23) yields for $q \geqslant 1 / 2$,

$$
\begin{aligned}
\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right]^{1 /(2 q)} & \leqslant \sum_{\lambda \in \mathcal{P}_{N}} \mathbb{E}\left[\left|\prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right]^{1 /(2 q)} \\
& \ll \sum_{\lambda \in \mathcal{P}_{N}} \prod_{\substack{k \geqslant 1 \\
m_{k} \neq 0}} \frac{C \gamma^{-m_{k}} \Gamma\left(2 m_{k} q+1\right)^{1 /(2 q)}}{k^{m_{k} / 2} m_{k}!} \\
& \ll \frac{\Gamma(2 N q+1)^{1 /(2 q)}}{\gamma^{N} N!}+\sum_{j=2}^{N} \sum_{\substack{\lambda \in \mathcal{P}_{N} \\
m_{1}(\lambda)=N-j}} \frac{\Gamma(2(N-j) q+1)^{1 /(2 q)}}{\gamma^{N-j}(N-j)!} \prod_{\substack{k \geqslant 2 \\
m_{k} \neq 0}} \frac{C \Gamma\left(2 m_{k} q+1\right)^{1 /(2 q)}}{\gamma^{m_{k}} k^{m_{k} / 2} m_{k}!} .
\end{aligned}
$$

By (14),

$$
\frac{\Gamma\left(2 m_{k} q+1\right)^{1 /(2 q)}}{m_{k}!} \leqslant C(2 q)^{m_{k}} m_{k}^{1 /(4 q)-1 / 2} .
$$

On the other hand,

$$
\prod_{\substack{k \geqslant 2 \\ m_{k} \neq 0}} \frac{C m_{k}^{1 /(4 q)-1 / 2}}{k^{m_{k} / 2}} \ll 1
$$

since the product on $k \geqslant C^{2}$ can be bounded by one and the product on $2 \leqslant k \leqslant C^{2}$ is bounded by a constant, where $C$ may depend on $q$. Therefore, for $\lambda \in \mathcal{P}_{N}$ with $m_{1}(\lambda)=N-j$, we have

$$
\prod_{\substack{k \geqslant 2 \\ m_{k} \neq 0}} \frac{C \gamma^{-m_{k}} \Gamma\left(2 m_{k} q+1\right)^{1 /(2 q)}}{k^{m_{k} / 2} m_{k}!} \ll \prod_{\substack{k \geqslant 2 \\ m_{k} \neq 0}}\left(\frac{2 q}{\gamma}\right)^{m_{k}} \leqslant\left(\frac{2 q}{\gamma}\right)^{j / 2}
$$

Combining the above leads to

$$
\begin{aligned}
& \mathbb{E}\left[\left|A_{N}\right|^{2 q}\right]^{1 /(2 q)} \\
& \ll \frac{\gamma^{-N} \Gamma(2 N q+1)^{1 /(2 q)}}{N!}+\sum_{j=2}^{N} \sum_{\substack{\lambda \in \mathcal{P}_{N} \\
m_{1}(\lambda)=N-j}} \frac{\gamma^{-(N-j)} \Gamma(2(N-j) q+1)^{1 /(2 q)}(2 q / \gamma)^{j / 2}}{(N-j)!} \\
& \ll \gamma^{-N}(2 q)^{N} N^{1 /(4 q)-1 / 2}+\sum_{j=2}^{N} p_{j} \gamma^{-(N-j / 2)}(2 q)^{N-j / 2}(N-j)^{1 /(4 q)-1 / 2} \\
& \ll \gamma^{-N}(2 q)^{N} N^{1 /(4 q)-1 / 2}\left(1+\sum_{j=2}^{N} e^{C \sqrt{j}}\left(\frac{\gamma}{2 q}\right)^{j / 2}\left(\frac{N-j}{N}\right)^{1 /(4 q)-1 / 2}\right) \\
& \ll\left(\frac{2 q}{\gamma}\right)^{N} N^{1 /(4 q)-1 / 2}=\phi(N)^{1 /(2 q)},
\end{aligned}
$$

where we have used (14) again. This leads to the upper bound in (77). The case $q \in(0,1 / 2)$ is similar by using concavity instead of Minkowski's inequality.

### 5.1.2 Proof of the lower bound

Recall from (77) that our goal is to show $\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right] \gg \phi(N)$. Observe the decomposition

$$
\begin{equation*}
A_{N}=\sum_{\substack{\lambda \in \mathcal{P}_{N} \\ m_{1}(\lambda) \geqslant N-C}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}+\sum_{\substack{\lambda \in \mathcal{P}_{N} \\ m_{1}(\lambda)<N-C}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!} \tag{78}
\end{equation*}
$$

for $C \geqslant 0$. A careful examination of the proof of the upper bound yields the following lemma, giving an upper bound for the second term in (78).

Lemma 5.1. For any $\varepsilon>0$, there exists $C=C(\varepsilon)>0$ such that

$$
\mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\ m_{1}(\lambda)<N-C}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right] \leqslant \varepsilon \phi(N) .
$$

We will focus on the sum over partitions that have a large number of ones, and use Lemma 5.1 to show that the remaining terms are negligible. To this end, let us fix a large constant $C_{*}>0$ to be determined. For a given $\lambda \in \mathcal{P}_{N}$ with $m_{1}(\lambda) \geqslant N-C_{*}$, we let $\lambda_{*}$ denote the partition after removing $N-C_{*}$ ones from $\lambda$. In
particular, $\lambda_{*} \in \mathcal{P}_{C_{*}}$ and there is a bijective correspondence between such $\lambda$ and $\lambda_{*}$.
Consider $M=M(\gamma, q) \in \mathbb{N}$ such that

$$
\begin{equation*}
\left(\frac{2 q}{\gamma}\right)^{2 M}>\left(\frac{2}{\gamma}\right)^{2} \tag{79}
\end{equation*}
$$

We will restrict to the event that $\left|X_{1}\right| \in[(2 q N-\sqrt{N}) / \gamma, 2 q N / \gamma]$ and $\left|X_{2}\right|, \ldots,\left|X_{M}\right| \leqslant 1$. More precisely, we have

$$
\begin{align*}
\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right] & \geqslant \mathbb{E}\left[\left|A_{N}\right|^{2 q} \mathbb{1}_{\left\{\left|R_{1}\right| \in[(2 q N-\sqrt{N}) / \gamma, 2 q N / \gamma],\left|R_{j}\right| \leqslant 1,2 \leqslant j \leqslant M\right\}}\right] \\
& \geqslant e^{-L M_{\mathbb{E}}}\left[\left|A_{N}\right|^{2 q} \mathbb{1}_{\left\{\left|R_{1}\right| \in[(2 q N-\sqrt{N}) / \gamma, 2 q N / \gamma]\right\}} \mid\left\{\left|R_{j}\right| \leqslant 1,2 \leqslant j \leqslant M\right\}\right] . \tag{80}
\end{align*}
$$

Therefore, in the following, we may without loss condition on the event $\left\{\left|R_{j}\right| \leqslant 1,2 \leqslant j \leqslant M\right\}$. The resulting probability measure and expectation operator will be denoted by $\widetilde{\mathbb{P}}$ and $\widetilde{\mathbb{E}}$ respectively.

We first make a few simplifications to the first sum of (78). It holds that

$$
\begin{equation*}
\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\ m_{1}(\lambda) \geqslant N-C_{*}}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}(\lambda)} \frac{1}{m_{k}(\lambda)!}\right|=\left|X_{1}\right|^{N-C_{*}}\left|\sum_{\lambda_{*} \in \mathcal{P}_{C_{*}}} \frac{m_{1}\left(\lambda_{*}\right)!}{\left(m_{1}\left(\lambda_{*}\right)+N-C_{*}\right)!} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}\left(\lambda_{*}\right)} \frac{1}{m_{k}\left(\lambda_{*}\right)!}\right| . \tag{81}
\end{equation*}
$$

Here, with the bijective correspondence between $\lambda$ and $\lambda_{*}$ described above, we have $m_{k}(\lambda)=m_{k}\left(\lambda_{*}\right)$ except when $k=1$. When the situation is clear, we omit writing the dependence on $\lambda$ or $\lambda_{*}$. With $\left|X_{1}\right| \approx 2 q N / \gamma$, we expect that

$$
\sum_{\lambda_{*} \in \mathcal{P}_{C_{*}}} \frac{m_{1}!}{\left(m_{1}+N-C_{*}\right)!} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!} \approx \sum_{\lambda_{*} \in \mathcal{P}_{C_{*}}}\left(\frac{2 q N e^{i \tau_{1}}}{\gamma}\right)^{m_{1}} \frac{1}{\left(m_{1}+N-C_{*}\right)!} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!} .
$$

The goal of the next lemma is to make this precise.
Lemma 5.2. On the event $\left|R_{1}\right|=\left|X_{1}\right| \in[(2 q N-\sqrt{N}) / \gamma, 2 q N / \gamma]$, it holds that

$$
\begin{aligned}
&\left|\sum_{\lambda_{*} \in \mathcal{P}_{C_{*}}} \frac{m_{1}!}{\left(m_{1}+N-C_{*}\right)!} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}-\sum_{\lambda_{*} \in \mathcal{P}_{C_{*}}}\left(\frac{2 q N e^{i \tau_{1}}}{\gamma}\right)^{m_{1}} \frac{1}{\left(N-C_{*}\right)!N^{m_{1}}} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right| \\
& \ll \sum_{\lambda_{*} \in \mathcal{P}_{C_{*}}} \frac{(2 q / \gamma)^{m_{1}} m_{1} C_{*}}{\sqrt{N}\left(N-C_{*}\right)!} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!} .
\end{aligned}
$$

Proof. Consider $\lambda_{*} \in \mathcal{P}_{C_{*}}$. By triangle inequality,

$$
\begin{aligned}
& \left|\frac{\left(N-C_{*}\right)!}{\left(m_{1}+N-C_{*}\right)!} X_{1}^{m_{1}}-N^{-m_{1}} e^{i \tau_{1} m_{1}}\left(\frac{2 q N}{\gamma}\right)^{m_{1}}\right| \\
\leqslant & \left.\left|\frac{\left(N-C_{*}\right)!}{\left(m_{1}+N-C_{*}\right)!}-N^{-m_{1}}\right| \cdot\left|X_{1}\right|^{m_{1}}+\left.N^{-m_{1}}| | R_{1}\right|^{m_{1}}-\left(\frac{2 q N}{\gamma}\right)^{m_{1}} \right\rvert\, .
\end{aligned}
$$

Using Taylor's expansion, we have for $N$ large that

$$
\prod_{j=1}^{m_{1}} \frac{N}{N-C_{*}+j} \leqslant \exp \left(\sum_{j=1}^{m_{1}} \frac{C_{*}-j}{N-C_{*}+j}\right) \ll \frac{m_{1} C_{*}}{N-C_{*}} .
$$

In addition, by the mean-value theorem

$$
\left|\left|R_{1}\right|^{m_{1}}-\left(\frac{2 q N}{\gamma}\right)^{m_{1}}\right| \ll m_{1} \sqrt{N}\left(\frac{2 q N}{\gamma}\right)^{m_{1}-1}
$$

Altogether, we have

$$
\begin{equation*}
\left|\frac{\left(N-C_{*}\right)!}{\left(m_{1}+N-C_{*}\right)!} X_{1}^{m_{1}}-N^{-m_{1}} e^{i \tau_{1} m_{1}}\left(\frac{2 q N}{\gamma}\right)^{m_{1}}\right| \ll \frac{(2 q / \gamma)^{m_{1}} m_{1} C_{*}}{\sqrt{N}} . \tag{82}
\end{equation*}
$$

Next, we use (82) and the triangle inequality to obtain

$$
\begin{aligned}
& \left|\sum_{\lambda_{*} \in \mathcal{P}_{C_{*}}} \frac{m_{1}!}{\left(m_{1}+N-C_{*}\right)!} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}-\sum_{\lambda_{*} \in \mathcal{P}_{C_{*}}}\left(\frac{2 q N e^{i \tau_{1}}}{\gamma}\right)^{m_{1}} \frac{1}{\left(N-C_{*}\right)!N^{m_{1}}} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right| \\
\leqslant & \sum_{\lambda_{*} \in \mathcal{P}_{C_{*}}}\left|\frac{X_{1}^{m_{1}}}{\left(m_{1}+N-C_{*}\right)!}-\left(\frac{2 q N e^{i \tau_{1}}}{\gamma}\right)^{m_{1}} \frac{1}{\left(N-C_{*}\right)!N^{m_{1}}}\right| \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!} \\
\ll & \sum_{\lambda_{*} \in \mathcal{P}_{C_{*}}} \frac{(2 q / \gamma)^{m_{1}} m_{1} C_{*}}{\sqrt{N}\left(N-C_{*}\right)!} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!},
\end{aligned}
$$

as desired.
Lemma 5.3. There exists $\delta>0$ such that for $C$ large enough,

$$
\begin{equation*}
\widetilde{\mathbb{P}}\left(\left|\sum_{\lambda_{*} \in \mathcal{P}_{C}} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}\left(2 q e^{i \tau_{1}} / \gamma\right)^{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|>\delta\right)>\delta . \tag{83}
\end{equation*}
$$

Proof. Denote by

$$
\xi_{C}:=\sum_{\lambda_{*} \in \mathcal{P}_{C}} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}\left(2 q e^{i \tau_{1}} / \gamma\right)^{k}}\right)^{m_{k}} \frac{1}{m_{k}!} .
$$

We show that $\xi_{C} \xrightarrow{L^{2}} \xi$ for some random variable $\xi \neq 0$ as $C \rightarrow \infty$. Since a partition $\lambda_{*} \in \mathcal{P}_{C}$ is uniquely determined by the vector $\mathbf{m}=\mathbf{m}\left(\lambda_{*}\right):=\left(m_{2}\left(\lambda_{*}\right), \ldots, m_{C}\left(\lambda_{*}\right)\right)$, we can rewrite $\xi_{C}$ as

$$
\xi_{C}=\sum_{\substack{\mathbf{m} \in \mathbb{N}_{0}^{\{2, \ldots, C\}} \\ \sum_{j=2}^{C} j m_{j} \leqslant C}} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}\left(2 q e^{i \tau_{1}} / \gamma\right)^{k}}\right)^{m_{k}} \frac{1}{m_{k}!},
$$

where $\mathbb{N}_{0}=\{0,1,2, \ldots\}$. This motivates us to compute the tail $L^{2}$ norm using (23), that

$$
\begin{align*}
\widetilde{\mathbb{E}}\left[\left|\sum_{\substack{m \in \mathbb{N}_{0}^{\{2,3, \ldots\}} \\
\sum_{j=2}^{\infty} j m_{j}>C}} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}\left(2 q e^{i \tau_{1}} / \gamma\right)^{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2}\right] & =\sum_{\substack{\mathbf{m} \in \mathbb{N}_{0}^{\{2,3, \ldots\}} \\
\sum_{j=2}^{\infty} j m_{j}>C}} \prod_{k \geqslant 2}\left(\frac{1}{\sqrt{k}(2 q / \gamma)^{k}}\right)^{2 m_{k}} \frac{1}{\left(m_{k}!\right)^{2}} \widetilde{\mathbb{E}}\left[\left|X_{k}\right|^{\left.2 m_{k}\right]}\right.  \tag{84}\\
& \leqslant \sum_{\substack{\mathbf{m} \in \mathbb{N}_{0}^{\{2,3, \ldots\}} \\
\sum_{j=2}^{\infty} j m_{j}>C}} \prod_{\substack{k \geqslant M \\
m_{k} \neq 0}} \frac{L^{\prime} \gamma^{-2 m_{k}}}{k^{m_{k}}(2 q / \gamma)^{2 k m_{k}}}\binom{2 m_{k}}{m_{k}} \prod_{2 \leqslant k<M} \frac{1}{\left(m_{k}!\right)^{2}},
\end{align*}
$$

where we recall that we conditioned on the event $\left\{\left|R_{j}\right| \leqslant 1,2 \leqslant j \leqslant M\right\}$ and that $\mathbb{E}\left[e^{i m \tau_{k}} \overline{e^{i n \tau_{k}}}\right]=0$ for $m \neq n$. Suppose we have proved that

$$
\begin{equation*}
\sum_{\substack{\mathbf{m} \in \mathbb{N}_{0}^{\{2,3, \ldots\}} \\ \sum_{j=2}^{\infty} j m_{j}>C}} \prod_{\substack{k \geqslant M \\ m_{k} \neq 0}} \frac{L^{\prime} \gamma^{-2 m_{k}}}{k^{m_{k}}(2 q / \gamma)^{2 k m_{k}}}\binom{2 m_{k}}{m_{k}} \prod_{2 \leqslant k<M} \frac{1}{\left(m_{k}!\right)^{2}} \rightarrow 0 \tag{85}
\end{equation*}
$$

Then it follows that $\xi_{C} \xrightarrow{L^{2}} \xi$ where

$$
\widetilde{\mathbb{E}}\left[|\xi|^{2}\right]=\widetilde{\mathbb{E}}\left[\left|\sum_{\substack{\left\{\in \mathbb{N}_{0}^{\{2,3, \ldots\}}\right.}} \prod_{\substack{k \geqslant M \\ m_{k} \neq 0}}\left(\frac{X_{k}}{\sqrt{k}\left(2 q e^{i \tau_{1}} / \gamma\right)^{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2}\right] \geqslant \frac{1}{C(q)}>0 .
$$

Since $L^{2}$ convergence implies convergence in probability, (83) follows. Therefore, it suffices to establish (85). Using (79) and (14), we have for some $\varepsilon=\varepsilon(\gamma, q)>0$,

$$
\begin{equation*}
\sum_{\substack{\mathbf{m} \in \mathbb{N}_{0}^{\{2,3, \ldots\}} \\ \sum_{j=2}^{\infty} j m_{j}>C}} \prod_{\substack{k \geqslant M \\ m_{k} \neq 0}} \frac{L^{\prime} \gamma^{-2 m_{k}}}{k^{m_{k}}(2 q / \gamma)^{2 k m_{k}}}\binom{2 m_{k}}{m_{k}} \prod_{2 \leqslant k<M} \frac{1}{\left(m_{k}!\right)^{2}} \ll \sum_{\substack{\mathbf{m}_{1} \in \mathbb{N}_{0}^{\{2,3, \ldots\}} \\ \sum_{j=2}^{\infty} j m_{j}>C}} \prod_{\substack{k \geqslant M \\ m_{k} \neq 0}} \frac{1}{e^{\varepsilon k m_{k}}} \prod_{2 \leqslant k<M} \frac{1}{e^{\varepsilon m_{k}}} \tag{86}
\end{equation*}
$$

where we may without loss of generality replace $M$ by $\max \left(M, L^{\prime}\right)$. Note that for each $\mathbf{m} \in \mathbb{N}_{0}^{\{2,3, \ldots\}}$ with $\sum_{j=2}^{\infty} j m_{j}>C$, either $m_{k} \geqslant C^{1 / 3}$ for some $k \in\left[2, C^{1 / 3}\right)$, or $m_{k} \geqslant 1$ for some $k \geqslant C^{1 / 3}$. Therefore, for $C>M^{3}$,

$$
\begin{aligned}
\sum_{\substack{m \in \mathbb{N}_{0}^{\{2,3, \ldots\}} \\
\sum_{j=2}^{\infty} j m_{j}>C}} \prod_{\substack{k \geqslant M}} \frac{1}{e^{\varepsilon k m_{k}}} \prod_{2 \leqslant k<M} \frac{1}{e^{\varepsilon m_{k}}} & \leqslant e^{-\varepsilon C^{1 / 3}} \sum_{m \in \mathbb{N}_{0}^{\{2,3, \ldots\}}} \prod_{k \geqslant M} \frac{1}{e^{\varepsilon k m_{k}}} \prod_{2 \leqslant k<M} \frac{1}{e^{\varepsilon m_{k}}} \\
& \leqslant e^{-\varepsilon C^{1 / 3}} \prod_{2 \leqslant k<M}\left(\sum_{m_{k} \geqslant 0} \frac{1}{e^{\varepsilon m_{k}}}\right) \prod_{k \geqslant M}\left(\sum_{m_{k} \geqslant 0} \frac{1}{e^{\varepsilon k m_{k}}}\right) \ll e^{-\varepsilon C^{1 / 3}} .
\end{aligned}
$$

This proves (85) and hence (83).
In the rest of this subsection, we prove the lower bound of Theorem 1.4 in the case $\gamma<2 q$. First, combining
(81) and Lemma 5.2 yields

$$
\begin{align*}
& \widetilde{\mathbb{E}}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\
m_{1}(\lambda) \geqslant C_{*}}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}(\lambda)} \frac{1}{m_{k}(\lambda)!}\right|^{2 q} \mathbb{1}_{\left\{\left|R_{1}\right| \in[(2 q N-\sqrt{N}) / \gamma, 2 q N / \gamma]\right\}}\right] \\
&= \widetilde{\mathbb{E}}\left[\left|X_{1}\right|^{2 q\left(N-C_{*}\right)}\left|\sum_{\lambda_{*} \in \mathcal{P}_{C_{*}}} \frac{m_{1}\left(\lambda_{*}\right)!}{\left(m_{1}\left(\lambda_{*}\right)+N-C_{*}\right)!} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}\left(\lambda_{*}\right)} \frac{1}{m_{k}\left(\lambda_{*}\right)!}\right|^{2 q} \mathbb{1}_{\left\{\left|R_{1}\right| \in[(2 q N-\sqrt{N}) / \gamma, 2 q N / \gamma]\right\}}\right] \\
& \geqslant \widetilde{\mathbb{E}}\left[\left|X_{1}\right|^{2 q\left(N-C_{*}\right)}\left|\sum_{\lambda_{*} \in \mathcal{P}_{C_{*}}}\left(\frac{2 q N e^{i \tau_{1}}}{\gamma}\right)^{m_{1}} \frac{1}{\left(N-C_{*}\right)!N^{m_{1}}} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q} \mathbb{1}_{\left\{\left|R_{1}\right| \in[(2 q N-\sqrt{N}) / \gamma, 2 q N / \gamma]\right\}}\right] \\
& \quad C \widetilde{\mathbb{E}}\left[\left|X_{1}\right|^{2 q\left(N-C_{*}\right)}\left|\sum_{\lambda_{*} \in \mathcal{P}_{C_{*}}} \frac{(2 q / \gamma)^{m_{1}} m_{1} C_{*}}{\sqrt{N}\left(N-C_{*}\right)!} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q} \mathbb{1}_{\left\{\left|R_{1}\right| \in[(2 q N-\sqrt{N}) / \gamma, 2 q N / \gamma]\right\}}\right], \tag{87}
\end{align*}
$$

where $C$ is the implied constant in Lemma 5.2 and in the last line we assumed $q \leqslant 1 / 2$, and the case $q \in(1 / 2,1]$ follows similarly by Minkowski's inequality. In the first expectation of (87), the absolute value is independent of the rest. This yields

$$
\begin{align*}
& \widetilde{\mathbb{E}}\left[\left|\sum_{\lambda_{*} \in \mathcal{P}_{C_{*}}}\left(\frac{2 q N e^{i \tau_{1}}}{\gamma}\right)^{m_{1}} \frac{1}{\left(N-C_{*}\right)!N^{m_{1}}} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\left|X_{1}\right|^{2 q\left(N-C_{*}\right)} \mathbb{1}_{\left\{\left|R_{1}\right| \in[(2 q N-\sqrt{N}) / \gamma, 2 q N / \gamma]\right\}}\right] \\
= & \widetilde{\mathbb{E}}\left[\left|\sum_{\lambda_{*} \in \mathcal{P}_{C_{*}}}\left(\frac{2 q N e^{i \tau_{1}}}{\gamma}\right)^{m_{1}} \frac{1}{\left(N-C_{*}\right)!N^{m_{1}}} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right] \mathbb{E}\left[\left|X_{1}\right|^{2 q\left(N-C_{*}\right)} \mathbb{1}_{\left\{\left|R_{1}\right| \in[(2 q N-\sqrt{N}) / \gamma, 2 q N / \gamma]\right\}}\right] \\
= & \frac{1}{\left(N-C_{*}\right)!2 q} \widetilde{\mathbb{E}}\left[\left|\sum_{\lambda_{*} \in \mathcal{P}_{C_{*}}}\left(\frac{2 q e^{i \tau_{1}}}{\gamma}\right)^{m_{1}} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right] \mathbb{E}\left[\left|X_{1}\right|^{2 q\left(N-C_{*}\right)} \mathbb{1}_{\left\{\left|R_{1}\right| \in[(2 q N-\sqrt{N}) / \gamma, 2 q N / \gamma]\right\}}\right] . \tag{88}
\end{align*}
$$

Here, we supply a simple lower bound for the latter expectation in (88):

$$
\begin{aligned}
\mathbb{E}\left[\left|X_{1}\right|^{2 q\left(N-C_{*}\right)} \mathbb{1}_{\left\{\left|R_{1}\right| \in[(2 q N-\sqrt{N}) / \gamma, 2 q N / \gamma]\right\}}\right] & >\int_{(2 q N-\sqrt{N}) / \gamma}^{2 q N / \gamma} x^{2 q\left(N-C_{*}\right)} e^{-\gamma x} \mathrm{~d} x \\
& =\gamma^{-2 q\left(N-C_{*}\right)} \int_{2 q N-\sqrt{N}}^{2 q N} y^{2 q\left(N-C_{*}\right)} e^{-y} \mathrm{~d} y \\
& \gg \sqrt{N}\left(\frac{2 q N}{\gamma}\right)^{2 q\left(N-C_{*}\right)} e^{-2 q N},
\end{aligned}
$$

where in the last step we use the inequality $y^{2 q\left(N-C_{*}\right)} e^{-y} \gg(2 q N)^{2 q\left(N-C_{*}\right)} e^{-2 q N}$ which is a consequence of Taylor's expansion when $N$ is large enough compared to $C_{*}$.

We next bound the first expectation in (88). Since for $\lambda_{*} \in \mathcal{P}_{C_{*}}, m_{1}=C_{*}-\sum k m_{k}$, we have

$$
\widetilde{\mathbb{E}}\left[\left|\sum_{\lambda_{*} \in \mathcal{P}_{C_{*}}}\left(\frac{2 q e^{i \tau_{1}}}{\gamma}\right)^{m_{1}} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right]=\left(\frac{2 q}{\gamma}\right)^{2 q C_{*}} \widetilde{\mathbb{E}}\left[\left|\sum_{\lambda_{*} \in \mathcal{P}_{C_{*}}} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}\left(2 q e^{i \tau_{1}} / \gamma\right)^{k m_{k}}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right] .
$$

In view of Lemma 5.3, there exists $\delta_{0}>0$ (independent of $C_{*}$ ) such that

$$
\widetilde{\mathbb{E}}\left[\left|\sum_{\lambda_{*} \in \mathcal{P}_{C_{*}}} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}\left(2 q e^{i \tau_{1}} / \gamma\right)^{k m_{k}}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right]>\delta_{0}
$$

for any $C_{*}$ large enough. In this case,

$$
\begin{aligned}
& \widetilde{\mathbb{E}}\left[\left|\sum_{\lambda_{*} \in \mathcal{P}_{C_{*}}}\left(\frac{2 q N e^{i \tau_{1}}}{\gamma}\right)^{m_{1}} \frac{1}{\left(N-C_{*}\right)!N^{m_{1}}} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\left|X_{1}\right|^{2 q\left(N-C_{*}\right)} \mathbb{1}_{\left\{\left|R_{1}\right| \in[(2 q N-\sqrt{N}) / \gamma, 2 q N / \gamma]\right\}}\right] \\
\gg & \frac{1}{\left(N-C_{*}\right)!^{2 q}}\left(\frac{2 q}{\gamma}\right)^{2 q C_{*}} \mathbb{E}\left[\left|X_{1}\right|^{2 q\left(N-C_{*}\right)} \mathbb{1}_{\left\{\left|R_{1}\right| \in[(2 q N-\sqrt{N}) / \gamma, 2 q N / \gamma]\right\}}\right] \\
\gg & \frac{1}{\left(N-C_{*}\right)!^{2 q}}\left(\frac{2 q}{\gamma}\right)^{2 q C_{*}} \sqrt{N}\left(\frac{2 q N}{\gamma}\right)^{2 q\left(N-C_{*}\right)} e^{-2 q N} \\
\gg & \phi(N) .
\end{aligned}
$$

On the other hand, for a fixed $C_{*}$, the second term of (87) is bounded by

$$
\begin{aligned}
& \widetilde{\mathbb{E}}\left[\left.\left.\left|X_{1}\right|^{2 q\left(N-C_{*}\right)}\right|_{\lambda_{*} \in \mathcal{P}_{C_{*}}} \frac{(2 q / \gamma)^{m_{1}} m_{1} C_{*}}{\sqrt{N}\left(N-C_{*}\right)!} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q} \mathbb{1}_{\left\{\left|R_{1}\right| \in[(2 q N-\sqrt{N}) / \gamma, 2 q N / \gamma]\right\}}\right] \\
& \ll\left(\frac{2 q N}{\gamma}\right)^{2 q\left(N-C_{*}\right)} \widetilde{\mathbb{E}}\left[\left|\sum_{\lambda_{*} \in \mathcal{P}_{C_{*}}} \frac{(2 q / \gamma)^{m_{1}} m_{1} C_{*}}{\sqrt{N}\left(N-C_{*}\right)!} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q} \mathbb{1}_{\left\{\left|R_{1}\right| \in[(2 q N-\sqrt{N}) / \gamma, 2 q N / \gamma]\right\}}\right] \\
&<_{C_{*}}\left(\frac{2 q N}{\gamma}\right)^{2 q\left(N-C_{*}\right)}\left(\frac{(2 q / \gamma)^{C_{*} C_{*}^{2}}}{\left.\sqrt{N\left(N-C_{*}\right)!}\right)^{2 q}}\right. \\
&= o_{C_{*}}(\phi(N))
\end{aligned}
$$

for $N$ large enough.
Altogether, we conclude from (87) that for some constant $M^{\prime}=M^{\prime}(\gamma, q)$ independent of $C_{*}$ and $N$,

$$
\widetilde{\mathbb{E}}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\ m_{1}(\lambda) \geqslant N-C_{*}}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q} \mathbb{1}_{\left\{\left|R_{1}\right| \in[(2 q N-\sqrt{N}) / \gamma, 2 q N / \gamma]\right\}}\right] \geqslant \frac{\phi(N)}{M^{\prime}}-o_{C_{*}}(\phi(N)) .
$$

Pick $\varepsilon=1 /\left(2 M^{\prime} e^{L M}\right)$ in Lemma 5.1 and let $C_{*}$ be the implied constant $C$ therein. Recalling (80), we have

$$
\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right] \geqslant e^{-L M}\left(\frac{\phi(N)}{M^{\prime}}-o_{C_{*}}(\phi(N))\right)-\varepsilon \phi(N) \gg \phi(N)
$$

as $N \rightarrow \infty$. This completes the proof of the lower bound.
Remark 4. The same arguments in this section carry through if we replace the rotationally invariant complex inputs $\left\{X_{k}\right\}_{k \geqslant 1}$ with real ones. Suppose that $\left\{X_{k}\right\}_{k \geqslant 1}$ forms a sequence of i.i.d. two-sided symmetric shifted exponential random variables with unit variance. That is, $\mathbb{P}\left(\left|X_{k}\right| \geqslant u\right)=\exp \left(-\gamma\left(u-c_{\gamma}\right)\right) \wedge 1$ for $u \geqslant 0$, where $\gamma \in(0,2 q)$ and $c_{\gamma}=\log \left(\gamma^{2} / 2\right) / \gamma$. Note that the same moment asymptotic (23) still applies. The only argument in the current section that depends on the rotation invariance is (84), whereas in the real case, cross-terms may
exist. Nevertheless, the cross-terms can be estimated similarly: the left-hand side of (84) can be bounded by

$$
\begin{aligned}
\widetilde{\mathbb{E}}\left[\left|\sum_{\substack{m \in \mathbb{N}^{\{2,3, \ldots\}} \\
\sum_{j=2}^{\infty} j m_{j}>C}} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}(2 q / \gamma)^{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2}\right] & \ll \sum_{\substack{\mathbf{m}, \mathbf{n} \in \mathbb{N}_{0}^{\{2,3, \ldots\}}}} \prod_{\substack{k \geqslant M \\
\min \left\{\sum_{j=2}^{\infty}=2 j m_{j}, \sum_{j=2}^{\infty} j n_{j}\right\}>m_{j}+m_{j}+n_{j} \in 2 \mathbb{N}_{0}}} \frac{1}{e^{\varepsilon k\left(m_{k}+n_{k}\right)}} \prod_{2 \leqslant k<M} \frac{1}{e^{\varepsilon\left(m_{k}+n_{k}\right)}} \\
& \ll e^{-2 \varepsilon C^{1 / 3},},
\end{aligned}
$$

for $C>M^{3}$ (possibly with a smaller $\varepsilon$ and a larger $M$ than (86)), which replaces (86) and the arguments that follow.

### 5.2 The case $\gamma=2 q$

Fix $q \in(0,1]$. Our goal in this section is to prove (6) that under the case (EXP) with $\gamma=2 q$,

$$
\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right] \asymp \frac{N^{1-q+q^{2} / 2}}{\left(1+(1-q) \sqrt{\log N)^{q}}\right.} .
$$

Let us recall the philosophy for the case $\gamma=2 q$ that the main contribution to $A_{N}$ from the sum over partitions (12) is random and depends on the value of $\left|X_{1}\right|$. More precisely, on the event that $\left|X_{1}\right|$ is close to $m$, we expect that the partitions $\lambda \in \mathcal{P}_{N}$ with $m_{1}(\lambda)=m+O(\sqrt{N})$ dominate $A_{N}$. After applying the decomposition

$$
\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right]=\sum_{m=0}^{\infty} \mathbb{E}\left[\left|A_{N}\right|^{2 q} \mathbb{1}_{\left|X_{1}\right| \in[m, m+1)}\right],
$$

we will show that for $m \leqslant N-2$,

$$
\begin{equation*}
\mathbb{E}\left[\left|A_{N}\right|^{2 q} \mathbb{1}_{\left|X_{1}\right| \in[m, m+1)}\right] \asymp \frac{m^{-q+q^{2} / 2}}{(1+(1-q) \sqrt{\log (N-m)})^{q}} . \tag{89}
\end{equation*}
$$

The desired asymptotic then follows from Karamata's theorem (Theorem 1.5.11 of [11]):

$$
\begin{equation*}
\sum_{m=0}^{N-2} \frac{m^{-q+q^{2} / 2}}{(1+(1-q) \sqrt{\log (N-m)})^{q}} \asymp \frac{N^{1-q+q^{2} / 2}}{(1+(1-q) \sqrt{\log N})^{q}} . \tag{90}
\end{equation*}
$$

As illustrated in Section 2.2, a key step towards (89) is reproducing the same multiplicative chaos approach from ( $q$-LT) case to estimate (27) after conditioning on $R_{1}$. For this reason, we first prepare ourselves with a stronger version of Proposition 3.1, which is the focus of Section 5.2.1. When performing the multiplicative chaos analysis, an essential ingredient is establishing uniform estimates of a weighted mass of truncated multiplicative chaos (cf. (28)). This will be the goal of Sections 5.2.2 and 5.2.3.

In this section, we will use $C_{1}, C_{2}, \ldots$ to denote large positive constants (greater than one) that only depend on $q$ and each other, which may be different from constants defined in other sections. Throughout, we fix $q \in(0,1]$, and the notation $\ll$ will always denote asymptotic constants that depend only on $q$.

### 5.2.1 Strengthening Proposition 3.1

In this section, we show that Proposition 3.1 also extends to the (EXP) case with $\gamma=2 q$, if we restrict to partitions without ones (i.e., $m_{1}(\lambda)=0$ ). Recall (18).

Proposition 5.4. Fix an integer $M_{*} \geqslant 2$ larger than some constant depending only on the distribution of $X_{k}$. For any large $N$ and any $q \in(0,1]$, under (EXP) with $\gamma=2 q$ we have

$$
\mathbb{E}\left[\left|A_{N, M_{*}}\right|^{2 q}\right] \asymp\left(\frac{1}{1+(1-q) \sqrt{\log N}}\right)^{q}
$$

Proof. The proof is very similar to the proof of Proposition 3.1, and the only modification needed lies in the upper bound of Proposition 3.2, where we denote by $J=\left\lceil\log \left(C_{1} \sqrt{N}\right) / \log 2\right\rceil$. Indeed, (41) becomes

$$
\mathbb{E}\left[|a(\lambda)|^{2 q}\right] \ll \prod_{k: m_{k}>0} \frac{C_{2}}{k^{q m_{k}}} .
$$

Since $k \geqslant M_{*} \geqslant 2$, (42) becomes

$$
\mathbb{E}\left[\left|\sum_{\substack{|\lambda|=N \\ \lambda_{1} \leqslant N / 2^{J}}} a(\lambda)\right|^{2 q}\right]^{1 /(2 q)} \leqslant \sum_{\substack{|\lambda|=N \\ \lambda_{1} \leqslant \sqrt{N} / C_{1}}} \prod_{k: m_{k}>0} \frac{C_{2}}{k^{q m_{k}}} \leqslant p_{N} C_{2}^{\sqrt{N} / C_{1}} 2^{-q \sum_{k=M_{*}}^{\sqrt{N} / C_{1}} m_{k}} .
$$

Using (43), we obtain

$$
\mathbb{E}\left[\left|\sum_{\substack{|\lambda|=N \\ \lambda_{1} \leqslant N / 2^{J}}} a(\lambda)\right|^{2 q}\right]^{1 /(2 q)} \ll \frac{1}{N}
$$

for $C_{1}$ picked large enough. The rest follows line by line as in the proof of Proposition 3.1.
Proposition 5.5. Suppose that (EXP) holds with $\gamma=2 q$. It holds that

$$
\mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\ m_{1}(\lambda)=0}} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right] \asymp \frac{1}{\left(1+(1-q) \sqrt{\log N)^{q}}\right.} .
$$

Proof. Recall (31). We follow a similar argument that deduced Theorem 1.3 equation (3) from Proposition 3.1 in Section 3.1, using now Proposition 5.4 instead. For the upper bound when $q \leqslant 1 / 2$ (and similarly for $q>1 / 2$ using instead Minkowski's inequality), by Proposition 5.4,

$$
\begin{aligned}
& \mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\
m_{1}(\lambda)=0}} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right] \\
\ll & \sum_{\mathbf{m} \in \mathcal{P}_{N, M_{*}}^{<}} \mathbb{E}\left[\left|A_{N-\sum_{j=1}^{M_{*}-1}}{ }_{j m_{j}, M_{*}}\right|^{2 q}\right] \prod_{k=1}^{M_{*}-1} \mathbb{E}\left[\left|\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right]+\sum_{\lambda: \lambda_{1}<M_{*}} \prod_{k=1}^{M_{*}-1} \mathbb{E}\left[\left|\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right] . \\
\ll & \sum_{\mathbf{m} \in \mathcal{P}_{N, M_{*}}^{<}} \frac{1}{\left(1+(1-q) \sqrt{\log \left(N-\sum_{j=1}^{M_{*}-1} j m_{j}\right)}\right)^{q}} \prod_{k=2}^{M_{*}-1} C_{3} m_{k}^{1 / 2-q} k^{-q m_{k}}+\sum_{\lambda: \lambda_{1}<M_{*}} \prod_{k=2}^{M_{*}-1} C_{3} m_{k}^{1 / 2-q} k^{-q m_{k}} .
\end{aligned}
$$

Since the product ranges in $k \geqslant 2$, the second sum and the first sum restricted to $\lambda$ such that $\sum_{j=1}^{M_{*}-1} j m_{j}>N / 2$
can be controlled in the same way as before by $1 / N$. The rest is then

$$
\begin{aligned}
& \sum_{\substack{\mathbf{m}_{\in \in \mathcal{P}_{N, M_{*}}^{<}}^{\sum_{j=1}^{M_{*-1}} j m_{j} \leqslant N / 2}}} \frac{1}{\left(1+(1-q) \sqrt{\log \left(N-\sum_{j=1}^{M_{*}-1} j m_{j}\right)}\right)^{q}} \prod_{k=2}^{M_{*}-1} C_{3} m_{k}^{1 / 2-q} k^{-q m_{k}} \\
& \ll \frac{1}{\left(1+(1-q) \sqrt{\log N)^{q}}\right.} \sum_{\mathbf{m} \in \mathcal{P}_{N, M_{*}}^{<}} \prod_{k=2}^{M_{*}-1} k^{-q m_{k} / 2} \\
& \sum_{j=1}^{M_{*}-1} j m_{j} \leqslant N / 2 \\
& \leqslant \frac{1}{(1+(1-q) \sqrt{\log N})^{q}} \prod_{k=2}^{M_{*}-1} \sum_{m_{k}=0}^{\infty} k^{-q m_{k} / 2} \ll \frac{1}{(1+(1-q) \sqrt{\log N})^{q}} .
\end{aligned}
$$

The lower bound follows from precisely the same proof in Section 3.1.

### 5.2.2 Low moments of partial mass of truncated chaos

The goal of this section is to establish the following two propositions. Fix large constants $C_{4}, C_{5}$ to be determined. The reason why we introduce these constants will become apparent later in Section 5.2.3.

Proposition 5.6. It holds that uniformly for $r \in\left[e^{-C_{5} / K}, e^{C_{5} / K}\right]$,

$$
\mathbb{E}\left[\left(\int_{|\theta| \leqslant \frac{1}{C_{4} \sqrt{N}}}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \gg \frac{K_{r}^{q} N^{-q+q^{2} / 2}}{\left(1+(1-q) \sqrt{\log N)^{q}}\right.} .
$$

Proposition 5.7. Uniformly in $1 \leqslant j \leqslant \log \left(\pi C_{4} \sqrt{N}\right)$, $K \gg \sqrt{N}$, and $r \in\left[e^{-C_{5} / K}, e^{C_{5} / K}\right]$,

$$
\begin{equation*}
\mathbb{E}\left[\left(\int_{\frac{e^{j-1}}{C_{4} \sqrt{N}} \leqslant|\theta| \leqslant \frac{e^{j}}{C_{4} \sqrt{N}}}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \ll\left(\frac{e^{j-1}}{\sqrt{N}}\right)^{2 q-q^{2}} \frac{C_{4}^{q^{2}} K^{q}}{\left(1+(1-q) \sqrt{\log N)^{q}}\right.} . \tag{91}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\mathbb{E}\left[\left(\int_{|\theta| \leqslant \frac{1}{C_{4} \sqrt{N}}}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \ll \frac{C_{4}^{q^{2}} N^{-q+q^{2} / 2} K^{q}}{\left(1+(1-q) \sqrt{\log N)^{q}}\right.} . \tag{92}
\end{equation*}
$$

A key strategy of proving Propositions 5.6 and 5.7 is to decompose $F_{K, M_{*}}$ into two terms depending on the region of integration of $\theta$; cf. (30). Consider a large constant $C_{6}$ to be determined and our goal is to show that with high probability,

$$
\left|\exp \left(\sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{X_{k}}{\sqrt{k}}\left(r e^{i \theta}\right)^{k}\right)\right| \approx\left|\exp \left(\sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{X_{k}}{\sqrt{k}} r^{k}\right)\right|
$$

uniformly for $|\theta| \leqslant 1 / K_{*}$ and $K_{*} \leqslant \sqrt{N}$. To this end, we take the logarithm and compute the difference

$$
\Re\left(\sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{X_{k}}{\sqrt{k}}\left(r e^{i \theta}\right)^{k}\right)-\Re\left(\sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{X_{k}}{\sqrt{k}} r^{k}\right)=\sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k} e^{i k \theta}-X_{k}\right) .
$$

It then suffices to understand the magnitudes of

$$
\sup _{|\theta| \leqslant 1 / K_{*}} \sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k} e^{i k \theta}-X_{k}\right) \quad \text { and } \quad \inf _{|\theta| \leqslant 1 / K_{*}} \sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k} e^{i k \theta}-X_{k}\right) .
$$

However, bounds under the original probability $\mathbb{P}$ turn out not sufficient for our purpose. To this end, we define a new probability measure $\widehat{\mathbb{Q}}_{K_{*} / C_{6}, M_{*}}$, where

$$
\begin{equation*}
\frac{\mathrm{d} \widehat{\mathbb{Q}}_{K_{*} / C_{6}, M_{*}}}{\mathrm{dP}}=\frac{\exp \left(2 q \sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k}\right)\right)}{\mathbb{E}\left[\exp \left(2 q \sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k}\right)\right)\right]} . \tag{93}
\end{equation*}
$$

If the situation is clear we write instead $\widehat{\mathbb{Q}}$. The denominator in (93) can be estimated using Lemma A. 2 (in a similar way that derives Lemma A.3), which gives

$$
\begin{equation*}
\mathbb{E}\left[\exp \left(2 q \sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k}\right)\right)\right] \asymp\left(\frac{K_{*}}{C_{6} M_{*}}\right)^{q^{2}} \tag{94}
\end{equation*}
$$

uniformly in $K_{*}$ large enough.
Proposition 5.8. There exists a constant $C_{7}>0$ depending only on $q$, independent of $K_{*} \leqslant C_{4} \sqrt{N}$, such that uniformly in $r \in\left[e^{-C_{5} / N}, e^{C_{5} / N}\right]$ and $C_{6}, N$ large enough,

$$
\begin{equation*}
\widehat{\mathbb{Q}}\left(\sup _{|\theta| \leqslant 1 / K_{*}}\left|\sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k} e^{i k \theta}-X_{k}\right)\right| \geqslant u\right) \leqslant C_{7} e^{-10 u}, \quad u \geqslant 0 . \tag{95}
\end{equation*}
$$

In particular, uniformly in $r \in\left[e^{-C_{5} / N}, e^{C_{5} / N}\right]$ and $C_{6}, N$ large enough,

$$
\begin{equation*}
\mathbb{E}^{\widehat{\mathbb{Q}}}\left[\exp \left(2 q \sup _{|\theta| \leqslant 1 / K_{*}} \sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k} e^{i k \theta}-X_{k}\right)\right)\right] \ll 1 \tag{96}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E}^{\widehat{\mathbb{Q}}}\left[\exp \left(2 q \inf _{|\theta| \leqslant 1 / K_{*}} \sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k} e^{i k \theta}-X_{k}\right)\right)\right] \gg 1 . \tag{97}
\end{equation*}
$$

To prove Proposition 5.8, we need the following preliminary result on generic chaining that offers tail bounds arising from (95). For a thorough treatment on chaining, we refer to [51].

Lemma 5.9 (Theorem 3.2 of [20]). Consider a continuous stochastic process $\left\{Z_{t}\right\}_{t \in T}$ indexed by a bounded metric space $(T, d)$ satisfying

$$
\begin{equation*}
\forall s, t \in T, \forall u \geqslant 0, \mathbb{P}\left(\left|Z_{s}-Z_{t}\right| \geqslant u d(s, t)\right) \leqslant 2 e^{-u} . \tag{98}
\end{equation*}
$$

Then for any $t_{0} \in T$,

$$
\begin{equation*}
\mathbb{P}\left(\sup _{t \in T}\left|Z_{t}-Z_{t_{0}}\right| \geqslant L\left(\inf _{\mathcal{T}} \sup _{t \in T} \sum_{n \geqslant 1} 2^{n} d\left(t, T_{n}\right)+u \sup _{s, t \in T} d(s, t)\right)\right) \leqslant e^{-u} \tag{99}
\end{equation*}
$$

where $\mathcal{T}$ is the set of all admissible sequence of subsets $\left\{T_{n}\right\}_{n \geqslant 0}$ of $T$ satisfying $\left|T_{0}\right|=1$ and $\left|T_{n}\right| \leqslant 2^{2^{n}}$ for $n \geqslant 1$.

Proof of Proposition 5.8. Consider large constants $C_{8}, C_{9}$ to be determined. To apply Lemma 5.9, we let $T=\left\{\theta:|\theta| \leqslant 1 / K_{*}\right\}$ with $d\left(\theta, \theta^{\prime}\right)=K_{*}\left|\theta-\theta^{\prime}\right| / C_{8}, t_{0}=0$, and

$$
Z_{\theta}=\sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k} e^{i k \theta}\right) .
$$

Note that the chaining is performed under the tilted probability measure $\widehat{\mathbb{Q}}$. We first verify (98), with $\mathbb{P}=\widehat{\mathbb{Q}}$ therein. Consider $\theta, \theta^{\prime} \in T$ and define $\beta=10 C_{9}\left(K_{*}\left|\theta-\theta^{\prime}\right|\right)^{-1}$. We have

$$
\begin{align*}
& \widehat{\mathbb{Q}}\left(\left|\sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k}\left(e^{i k \theta}-e^{i k \theta^{\prime}}\right)\right)\right| \geqslant \frac{u K_{*}\left|\theta-\theta^{\prime}\right|}{C_{8}}\right) \\
= & \widehat{\mathbb{Q}}\left(\sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k}\left(e^{i k \theta}-e^{i k \theta^{\prime}}\right)\right) \geqslant \frac{u K_{*}\left|\theta-\theta^{\prime}\right|}{C_{8}}\right)+\widehat{\mathbb{Q}}\left(\sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k}\left(e^{i k \theta^{\prime}}-e^{i k \theta}\right)\right) \geqslant \frac{u K_{*}\left|\theta-\theta^{\prime}\right|}{C_{8}}\right) \\
\leqslant & \frac{\mathbb{E}^{\widehat{\mathbb{Q}}}\left[\exp \left(2 \beta \sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k}\left(e^{i k \theta}-e^{i k \theta^{\prime}}\right)\right)\right)\right]}{\exp \left(2 \beta u K_{*}\left|\theta-\theta^{\prime}\right| / C_{8}\right)}+\frac{\mathbb{E}^{\widehat{\mathbb{Q}}}\left[\exp \left(2 \beta \sum_{k=M_{*}}^{K_{*} / M_{6}} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k}\left(e^{i k \theta^{\prime}}-e^{i k \theta}\right)\right)\right)\right]}{\exp \left(2 \beta u K_{*}\left|\theta-\theta^{\prime}\right| / C_{8}\right)} . \tag{100}
\end{align*}
$$

To offer an upper bound for the numerators, we apply the same asymptotic computation in Lemma A.4, which gives

$$
\mathbb{E}^{\widehat{\mathbb{Q}}}\left[\exp \left(2 \beta \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k}\left(e^{i k \theta}-e^{i k \theta^{\prime}}\right)\right)\right)\right]=\frac{\mathbb{E}\left[\exp \left(2 \beta \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k}\left(e^{i k \theta}-e^{i k \theta^{\prime}}\right)\right)+2 q \frac{r^{k}}{\sqrt{k}} \Re X_{k}\right)\right]}{\mathbb{E}\left[\exp \left(2 q \frac{r^{k}}{\sqrt{k}} \Re X_{k}\right)\right]}
$$

Recalling $X_{k}=e^{i \tau_{k}} R_{k}$, we have by Taylor's expansion that

$$
\begin{align*}
& \mathbb{E}\left[\exp \left(2 \beta \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k}\left(e^{i k \theta}-e^{i k \theta^{\prime}}\right)\right)+2 q \frac{r^{k}}{\sqrt{k}} \Re X_{k}\right)\right] \\
= & 1+2 \frac{r^{2 k}}{k} \mathbb{E}\left[\left|R_{k}\left(q \cos \left(\tau_{k}\right)+\beta\left(\cos \left(\tau_{k}+k \theta\right)-\cos \left(\tau_{k}+k \theta^{\prime}\right)\right)\right)\right|^{2}\right] \\
& +\sum_{j=3}^{\infty} \frac{\left(2 r^{k} / \sqrt{k}\right)^{j}}{j!} \mathbb{E}\left[\left|R_{k}\left(q \cos \left(\tau_{k}\right)+\beta\left(\cos \left(\tau_{k}+k \theta\right)-\cos \left(\tau_{k}+k \theta^{\prime}\right)\right)\right)\right|^{j}\right] . \tag{101}
\end{align*}
$$

For the second moment in (101), write $\Delta_{k}:=k\left(\theta-\theta^{\prime}\right) / 2, \alpha_{k}:=k\left(\theta+\theta^{\prime}\right) / 2$. Using independence of $R_{k}$ and $\tau_{k}$, a direct computation gives

$$
\begin{aligned}
2 \frac{r^{2 k}}{k} \mathbb{E}\left[\left|R_{k}\left(q \cos \left(\tau_{k}\right)+\beta\left(\cos \left(\tau_{k}+k \theta\right)-\cos \left(\tau_{k}+k \theta^{\prime}\right)\right)\right)\right|^{2}\right] & =2 \frac{r^{2 k}}{k} \mathbb{E}\left[\left|q \cos \left(\tau_{k}\right)+\beta\left(\cos \left(\tau_{k}+k \theta\right)-\cos \left(\tau_{k}+k \theta^{\prime}\right)\right)\right|^{2}\right] \\
& =\left(q^{2}+4 \beta^{2} \sin ^{2}\left(\Delta_{k}\right)-4 q \beta \sin \left(\Delta_{k}\right) \sin \left(\alpha_{k}\right)\right) \frac{r^{2 k}}{k}
\end{aligned}
$$

For the remainder of (101), the inequality $|a+b|^{j} \leqslant 2^{j}\left(|a|^{j}+|b|^{j}\right)$ implies

$$
\left|q \cos \left(\tau_{k}\right)+\beta\left(\cos \left(\tau_{k}+k \theta\right)-\cos \left(\tau_{k}+k \theta^{\prime}\right)\right)\right|^{j} \leqslant(2 q)^{j}+\left(4 \beta \Delta_{k}\right)^{j}
$$

Similarly as in the proof of Lemma A. 2 (i), we have

$$
\begin{aligned}
& \left|\sum_{j=3}^{\infty} \frac{\left(2 r^{k} / \sqrt{k}\right)^{j}}{j!} \mathbb{E}\left[\left|R_{k}\left(q \cos \left(\tau_{k}\right)+\beta\left(\cos \left(\tau_{k}+k \theta\right)-\cos \left(\tau_{k}+k \theta^{\prime}\right)\right)\right)\right|^{j}\right]\right| \\
& \quad \leqslant \sum_{j=3}^{\infty} \frac{\left(2 r^{k} / \sqrt{k}\right)^{j}}{j!} \mathbb{E}\left[\left|R_{k}\right|^{j}\right]\left((2 q)^{j}+\left(4 \beta \Delta_{k}\right)^{j}\right) \ll k^{-3 / 2}\left((2 q)^{3}+\left(4 \beta \Delta_{k}\right)^{3}+\mathbb{E}\left[e^{\frac{6 q}{k^{1 / 8}}\left|R_{1}\right|}\right]+\mathbb{E}\left[e^{\left.\left.\frac{12 \beta \Delta_{k}}{k^{1 / 8}\left|R_{1}\right|}\right]\right)}\right.\right.
\end{aligned}
$$

where in the last step the asymptotic constant is absolute given that $N$ is large enough (in terms of constants $C_{4}, C_{5}$ that depend only on $q$ ), where we recall that $k \leqslant K_{*} \leqslant C_{4} \sqrt{N}$ while $|\log r| \leqslant C_{5} / N$. Since $\beta \Delta_{k}=$ $10 C_{9} k / K_{*} \leqslant 10 C_{9}, k \geqslant M_{*} \geqslant\left(120 C_{9} / q\right)^{8}$ will suffice to ensure $k^{-1 / 8} \max \left\{6 q, 120 C_{9}\right\}<\gamma=2 q$. Therefore,

$$
\left|\sum_{j=3}^{\infty} \frac{\left(2 r^{k} / \sqrt{k}\right)^{j}}{j!} \mathbb{E}\left[\left|R_{k}\left(q \cos \left(\tau_{k}\right)+\beta\left(\cos \left(\tau_{k}+k \theta\right)-\cos \left(\tau_{k}+k \theta^{\prime}\right)\right)\right)\right|^{j}\right]\right| \ll C_{9}^{3} k^{-3 / 2}
$$

Inserting these estimates back into (101), we have $\mathbb{E}\left[\exp \left(2 \beta \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k}\left(e^{i k \theta}-e^{i k \theta^{\prime}}\right)\right)+2 q \frac{r^{k}}{\sqrt{k}} \Re X_{k}\right)\right]=1+\left(q^{2}+4 \beta^{2} \sin ^{2}\left(\Delta_{k}\right)-4 q \beta \sin \left(\Delta_{k}\right) \sin \left(\alpha_{k}\right)\right) \frac{r^{2 k}}{k}+C_{9}^{3} O\left(k^{-3 / 2}\right)$.

Taking products over $k$, and using (93) and (94), we have

$$
\begin{aligned}
\mathbb{E}^{\widehat{\mathbb{Q}}}\left[\exp \left(2 \beta \sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k}\left(e^{i k \theta}-e^{i k \theta^{\prime}}\right)\right)\right)\right] & \ll \exp \left(\sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{4 \beta^{2} \sin ^{2}\left(\Delta_{k}\right) r^{2 k}}{k}+\sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{4 q \beta\left|\sin \left(\Delta_{k}\right)\right| r^{2 k}}{k}\right) \\
& \ll \exp \left(\beta^{2}\left|\theta-\theta^{\prime}\right|^{2} \sum_{k=M_{*}}^{K_{*} / C_{6}} k r^{2 k}+2 q \beta\left|\theta-\theta^{\prime}\right| \sum_{k=M_{*}}^{K_{*} / C_{6}} r^{2 k}\right) \\
& \ll \exp \left(\frac{50 C_{9}^{2}}{C_{6}^{2}}+\frac{20 C_{9}}{C_{6}}\right)
\end{aligned}
$$

Note that the asymptotic constants do not depend on $C_{9}$ since we assumed $k \geqslant M_{*} \geqslant\left(120 C_{9} / q\right)^{8}$. Therefore, there exists a constant $C_{10}$ depending only on $q$, we may pick $C_{6}$ large enough depending on $C_{9}$ so that

$$
\mathbb{E}^{\widehat{\mathbb{Q}}}\left[\exp \left(2 \beta \sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k}\left(e^{i k \theta}-e^{i k \theta^{\prime}}\right)\right)\right)\right] \leqslant C_{10}
$$

Inserting into (100) while interchanging $\theta, \theta^{\prime}$ yields

$$
\widehat{\mathbb{Q}}\left(\left|\sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k}\left(e^{i k \theta}-e^{i k \theta^{\prime}}\right)\right)\right| \geqslant \frac{u K_{*}\left|\theta-\theta^{\prime}\right|}{C_{8}}\right) \leqslant 2 C_{10} e^{-5 C_{9} u / C_{8}}
$$

Picking $C_{9}$ large depending on $C_{8}, C_{10}$ gives that $\min \left\{1,2 C_{10} e^{-5 C_{9} u / C_{8}}\right\} \leqslant 2 e^{-u}$, as desired.

Applying (99) with $t_{0}=0$ leads to

$$
\mathbb{P}\left(\sup _{\theta \in T}\left|\sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k} e^{i k \theta}-X_{k}\right)\right| \geqslant L\left(\inf _{\mathcal{T}} \sup _{t \in T} \sum_{n \geqslant 1} 2^{n} d\left(t, T_{n}\right)+u \sup _{s, t \in T} d(s, t)\right)\right) \leqslant e^{-u} .
$$

Recalling that $d\left(\theta, \theta^{\prime}\right)=K_{*}\left|\theta-\theta^{\prime}\right| / C_{8}$ and $K_{*}\left|\theta-\theta^{\prime}\right| \leqslant 2$, we have $\sup _{s, t \in T} d(s, t) \leqslant 2 / C_{8}$. Next, we claim that

$$
\inf _{\mathcal{T}} \sup _{t \in T} \sum_{n \geqslant 1} 2^{n} d\left(t, T_{n}\right) \ll \frac{1}{C_{8}} .
$$

Indeed, this follows by taking uniform nets of $\left\{T_{n}\right\}$, so that $\sup _{t \in T} d\left(t, T_{n}\right) \ll 2^{-2^{n}} / C_{8}$ for $n \geqslant 1$. Therefore, by picking $C_{8}$ large enough (depending only on the universal constant $L$ ), we have

$$
\mathbb{P}\left(\sup _{\theta \in T}\left|\sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k} e^{i k \theta}-X_{k}\right)\right| \geqslant 1+u\right) \leqslant e^{-20 u} .
$$

This establishes (95) by picking e.g. $C_{7}=e^{20}$. Note that by our construction, $M_{*}$ depends only on $C_{8}, C_{9}$, and hence only on $q$. Directly integrating (95) yields (96), since $q \leqslant 1$. Moreover, by taking $u=\log C_{7}$ in (95), we have

$$
\widehat{\mathbb{Q}}\left(\inf _{|\theta| \leqslant 1 / K_{*}} \sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k} e^{i k \theta}-X_{k}\right) \geqslant-\log C_{7}\right) \geqslant \widehat{\mathbb{Q}}\left(\sup _{|\theta| \leqslant 1 / K_{*}}\left|\sum_{k=M_{*}}^{K_{*} / C_{6}} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k} e^{i k \theta}-X_{k}\right)\right| \leqslant \log C_{7}\right) \geqslant \frac{1}{2}
$$

Since $C_{7}$ is a constant, (97) follows.
Proof of Proposition 5.6. We introduce the decomposition

$$
F_{K, M_{*}}(z)=\bar{F}_{K, M_{*}}(z) \times \underline{F}_{K, M_{*}}(z):=\exp \left(\sum_{k=M_{*}}^{C_{4} \sqrt{N} / C_{6}} \frac{X_{k}}{\sqrt{k}} z^{k}\right) \times \exp \left(\sum_{k=C_{4} \sqrt{N} / C_{6}}^{K} \frac{X_{k}}{\sqrt{k}} z^{k}\right) .
$$

By independence,

$$
\mathbb{E}\left[\left(\int_{|\theta| \leqslant \frac{1}{C_{4} \sqrt{N}}}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \geqslant \mathbb{E}\left[\left(\int_{|\theta| \leqslant \frac{1}{C_{4} \sqrt{N}}}\left|\underline{F}_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \times \mathbb{E}\left[\inf _{|\theta| \leqslant \frac{1}{C_{4} \sqrt{N}}}\left|\bar{F}_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2 q}\right] .
$$

We first analyze the second term. Using (93) and (94), we write

$$
\begin{aligned}
\mathbb{E}\left[\inf _{|\theta| \leqslant \frac{1}{C_{4} \sqrt{N}}}\left|\bar{F}_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2 q}\right] & =\mathbb{E}\left[\left|\bar{F}_{K, M_{*}}(r)\right|^{2 q} \inf _{|\theta| \leqslant \frac{1}{C_{4} \sqrt{N}}}\left|\frac{\bar{F}_{K, M_{*}}\left(r e^{i \theta}\right)}{\bar{F}_{K, M_{*}}(r)}\right|^{2 q}\right] \\
& =\left(\frac{C_{4} \sqrt{N}}{C_{6} M_{*}}\right)^{q^{2}} \mathbb{E}^{\widehat{\mathbb{Q}}}\left[\inf _{|\theta| \leqslant \frac{1}{C_{4} \sqrt{N}}}\left|\frac{\bar{F}_{K, M_{*}}\left(r e^{i \theta}\right)}{\bar{F}_{K, M_{*}}(r)}\right|^{2 q}\right] \\
& =\left(\frac{C_{4} \sqrt{N}}{C_{6} M_{*}}\right)^{q^{2}} \mathbb{E}^{\widehat{\mathbb{Q}}}\left[\exp \left(2 q \inf _{|\theta| \leqslant \frac{1}{C_{4} \sqrt{N}}}^{C_{4} \sqrt{N} / C_{6}} \sum_{k=M_{*}} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k} e^{i k \theta}-X_{k}\right)\right)\right] .
\end{aligned}
$$

As a consequence of (97) and since $C_{6}$ and $M_{*}$ depend only on $q$, we have

$$
\mathbb{E}\left[\inf _{|\theta| \leqslant \frac{1}{C_{4} \sqrt{N}}}\left|\bar{F}_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2 q}\right] \gg\left(\frac{C_{4} \sqrt{N}}{C_{6} M_{*}}\right)^{q^{2}} \gg N^{q^{2} / 2} .
$$

It remains to show

$$
\begin{equation*}
\mathbb{E}\left[\left(\int_{|\theta| \leqslant \frac{1}{C_{4} \sqrt{N}}}\left|\underline{F}_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \gg \frac{K_{r}^{q} N^{-q}}{\left(1+(1-q) \sqrt{\log N)^{q}}\right.} . \tag{102}
\end{equation*}
$$

The case of $q=1$ follows by a direction computation in the form of Lemma A.3. Let us assume $q<1$. The approach is to perform a change of variable and then adapt the proof of Proposition 3.11. Using the change of variable $\theta \mapsto \pi C \theta \sqrt{N}$, we have

$$
\begin{equation*}
\mathbb{E}\left[\left(\int_{|\theta| \leqslant \frac{1}{C_{4} \sqrt{N}}}\left|\underline{F}_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \gg N^{-q / 2} \mathbb{E}\left[\left(\int_{-\pi}^{\pi}\left|\underline{F}_{K, M_{*}}\left(r e^{i \theta /\left(\pi C_{4} \sqrt{N}\right)}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] . \tag{103}
\end{equation*}
$$

Define the tilted measures

$$
\frac{\mathrm{d} \mathbb{Q}^{(1)}}{\mathrm{dP}}:=\frac{\exp \left(2 \sum_{k=C_{4} \sqrt{N} / C_{6}}^{K-1} \frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right)}{\mathbb{E}\left[\exp \left(2 \sum_{k=C_{4} \sqrt{N} / C_{6}}^{K-1} \frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right)\right]}
$$

and

$$
\frac{\mathrm{d} \mathbb{Q}_{r, M, K, \theta}^{(2)}}{\mathrm{dP}}:=\frac{\exp \left(2 \sum_{m=\log \left(C_{4} \sqrt{N} / C_{6}\right)+1}^{\log K_{r}}\left(Z_{0}(m)+Z_{\theta}(m)\right)\right)}{\mathbb{E}\left[\exp \left(2 \sum_{m=\log \left(C_{4} \sqrt{N} / C_{6}\right)+1}^{\log R_{r}}\left(Z_{0}(m)+Z_{\theta}(m)\right)\right)\right]},
$$

where

$$
Z_{\theta}(m):=\Re \sum_{e^{m-1} \leqslant k<e^{m}} \frac{X_{k} r^{k} e^{i k \theta /\left(\pi C_{4} \sqrt{N}\right)}}{\sqrt{k}}=\sum_{e^{m-1} \leqslant k<e^{m}} \frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}+\frac{k \theta}{\pi C_{4} \sqrt{N}}\right) .
$$

The definition (38) still stands, and (39) is replaced by

$$
\nu_{k}=\nu_{k}(\theta):=\mathbb{E}^{\mathbb{Q}^{(2)}}\left[\frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right]=\frac{r^{2 k}}{k}+\frac{\cos \left(k \theta /\left(\pi C_{4} \sqrt{N}\right)\right) r^{2 k}}{k}+O\left(k^{-3 / 2}\right)
$$

Next, we need to adapt Definition 3.12 by the following.
Definition 5.10. Fix $L_{1}>20$. Let $A$ be a real number with $1 \leqslant A \leqslant \sqrt{\log K_{r}}$. Define $\mathcal{L}(\theta)=\mathcal{L}(A, \theta ; K)$ as the event that for each $\log \left(C_{4} \sqrt{N} / C_{6}\right) \leqslant n \leqslant \log K_{r}$, one has

$$
-A-L_{1} n \leqslant \sum_{k=C_{4} \sqrt{N} / C_{6}}^{e^{n}-1}\left(\Re \frac{X_{k} r^{k} e^{i k \theta /\left(\pi C_{4} \sqrt{N}\right)}}{\sqrt{k}}-\mu_{k}\right) \leqslant A-5 \log \left(n-\log \left(\frac{\sqrt{N}}{C_{6}}\right)\right) .
$$

Also, let $\mathcal{L}=\mathcal{L}(A ; K)$ be the random subset of $\theta \in[-\pi, \pi)$ such that $\mathcal{L}(\theta)$ holds.

We apply Hölder's inequality to obtain

$$
\begin{equation*}
\mathbb{E}\left[\left(\int_{-\pi}^{\pi}\left|\underline{F}_{K, M_{*}}\left(r e^{i \theta /\left(\pi C_{4} \sqrt{N}\right)}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \gg \frac{\left(\mathbb{E}\left[\int_{\mathcal{L}}\left|\underline{F}_{K, M_{*}}\left(r e^{i \theta /\left(\pi C_{4} \sqrt{N}\right)}\right)\right|^{2} \mathrm{~d} \theta\right]\right)^{2-q}}{\left(\mathbb{E}\left[\left(\int_{\mathcal{L}}\left|\underline{F}_{K, M_{*}}\left(r e^{i \theta /\left(\pi C_{4} \sqrt{N}\right)}\right)\right|^{2} \mathrm{~d} \theta\right)^{2}\right]\right)^{1-q}} \tag{104}
\end{equation*}
$$

The lower bound of the numerator follows in exactly the same way as Lemma 3.13 (the normal approximation argument remains the same, since the angle $\theta$ has not come into play yet). The factor arising from the change of measure is now $K_{r} /\left(C_{4} \sqrt{N} / C_{6}\right) \asymp K_{r} / \sqrt{N}\left(\right.$ instead of $\left.K_{r}\right)$, and thus

$$
\begin{equation*}
\mathbb{E}\left[\int_{\mathcal{L}}\left|\underline{F}_{K, M_{*}}\left(r e^{i \theta /\left(\pi C_{4} \sqrt{N}\right)}\right)\right|^{2} \mathrm{~d} \theta\right] \gg \frac{A K_{r}}{\sqrt{N \log \left(K_{r} / \sqrt{N}\right)}} . \tag{105}
\end{equation*}
$$

To give an upper bound of the denominator, we follow the proof of Proposition 3.14 and indicate the necessary changes. First, we redefine the threshold $M$ as the smallest integer such that $e^{M} \geqslant$ $\max \left\{\min \left\{10^{3} C_{4} \sqrt{N} /\left(C_{6}|\theta|\right), K_{r} / e\right\}, M_{*}\right\}$. In the definition of the event $\widetilde{\mathcal{L}}$, we replace (60) by

$$
-A-L_{1} M \leqslant A_{0}(M), A_{\theta}(M) \leqslant A-5 \log \left(M-\log \left(\frac{C_{4} \sqrt{N}}{C_{6}}\right)\right)
$$

As the constant arising from the change of measure alters, (61) is replaced by

Next, the form of Proposition 3.15 remains the same, whose proof can be adapted with $\theta$ replaced by $\theta /\left(\pi C_{4} \sqrt{N}\right)$, as long as we show the equivalent of decorrelation step (69). For this, let us first compute using Lemmas A. 4 and A. 5 that

$$
\sigma_{m}^{2}=\sum_{e^{m-1} \leqslant k<e^{m}}\left(\frac{r^{2 k}}{2 k}+O\left(k^{-3 / 2}\right)\right)=\frac{1}{2}+O\left(e^{-m / 2}\right)
$$

and

$$
\rho_{m} \sigma_{m}^{2}=\sum_{e^{m-1} \leqslant k<e^{m}}\left(\frac{r^{2 k} \cos \left(k \theta /\left(\pi C_{4} \sqrt{N}\right)\right)}{2 k}+O\left(k^{-3 / 2}\right)\right)=O\left(\sqrt{N} e^{-m}+e^{-m / 2}\right) .
$$

In particular,

$$
\rho_{m} \ll \sqrt{N} e^{-m}+e^{-m / 2},
$$

and hence

$$
\prod_{\log \left(C_{4} \sqrt{N} / C_{6}\right)<m \leqslant \log K_{r}} \sqrt{\frac{1+\left|\rho_{m}\right|}{1-\left|\rho_{m}\right|}} \ll 1
$$

which serves as the equivalent of (69) and suffices for our purpose.
In the proof that deduces Proposition 3.14 from Proposition 3.15, the only change is in (63), which is now
replaced by

$$
\mathbb{E}\left[\mathbb{1}_{\left\{A_{0}(M) \leqslant A-5 \log M\right\}} e^{2 A_{0}(M)}\right] \leqslant \mathbb{E}\left[e^{2 A_{0}(M)}\right]=\frac{\mathbb{E}\left[\exp \left(2 \Re \sum_{k=C_{4} \sqrt{N} / C_{6}}^{e^{M}} X_{k} r^{k} / \sqrt{k}\right)\right]}{\exp \left(2 \sum_{k=C_{4} \sqrt{N} / C_{6}}^{e^{M}} \mu_{k}\right)} \ll \sqrt{N} e^{-M}
$$

These altogether result in the following equivalent of Proposition 3.14:

$$
\begin{aligned}
& \mathbb{E}\left[\mathbb{1}_{\mathcal{L}\left(\theta_{1}\right)}\left|\underline{F}_{K, M_{*}}\left(r e^{i \theta_{1} /\left(\pi C_{4} \sqrt{N}\right)}\right)\right|^{2} \mathbb{1}_{\mathcal{L}\left(\theta_{2}\right)}\left|\underline{F}_{K, M_{*}}\left(r e^{i \theta_{2} /\left(\pi C_{4} \sqrt{N}\right)}\right)\right|^{2}\right] \\
\ll & A^{2} e^{2 A} \frac{\min \left\{K_{r}, 2 \pi \sqrt{N} /\left|\theta_{1}-\theta_{2}\right|\right\}}{\log K_{r} / 2} \frac{\log }{\left(\log \left(\min \left\{K_{r}, 2 \pi \sqrt{N} /\left|\theta_{1}-\theta_{2}\right|\right\}\right)-\log \left(C_{4} \sqrt{N} / C_{6}\right)\right)^{7}} \\
< & A^{2} e^{2 A} \frac{K_{r}^{2} / N}{\log N} \frac{\min \left\{\sqrt{N}, 2 \pi /\left|\theta_{1}-\theta_{2}\right|\right\}}{\left(\log \left(\min \left\{K_{r}, 2 \pi \sqrt{N} /\left|\theta_{1}-\theta_{2}\right|\right\}\right)-\log \left(C_{4} \sqrt{N} / C_{6}\right)\right)^{7}} .
\end{aligned}
$$

Integrating with respect to $\theta_{1}, \theta_{2}$ yields

$$
\begin{equation*}
\mathbb{E}\left[\left(\int_{\mathcal{L}}\left|\underline{F}_{K, M_{*}}\left(r e^{i \theta /\left(\pi C_{4} \sqrt{N}\right)}\right)\right|^{2} \mathrm{~d} \theta\right)^{2}\right] \ll A^{2} e^{2 A} \frac{K_{r}^{2} / N}{\log N} . \tag{106}
\end{equation*}
$$

Finally, inserting (105) and (106) into (104) leads to (note that we apply with $A \asymp 1$ for $q<1$ )

$$
\mathbb{E}\left[\left(\int_{-\pi}^{\pi}\left|\underline{F}_{K, M_{*}}\left(r e^{i \theta /\left(\pi C_{4} \sqrt{N}\right)}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \gg \frac{\left(K_{r} / \sqrt{N \log K_{r}}\right)^{2-q}}{\left(K_{r}^{2} /(N \log N)^{1-q}\right.} \gg \frac{K_{r}^{q} N^{-q / 2}}{(1+(1-q) \sqrt{\log N})^{q}} .
$$

Combined with (103) proves (102), and hence completing the proof of Proposition 5.6.
Proof of Proposition 5.7. For $1 \leqslant j \leqslant \log \left(\pi C_{4} \sqrt{N}\right)$, we introduce the decomposition

$$
F_{K, M_{*}}(z)=\bar{F}_{K, M_{*} ; j}(z) \times \underline{F}_{K, M_{*} ; j}(z):=\exp \left(\sum_{k=M_{*}}^{C_{4} \sqrt{N} /\left(C_{6} e^{j}\right)} \frac{X_{k}}{\sqrt{k}} z^{k}\right) \times \exp \left(\sum_{k=C_{4} \sqrt{N} /\left(C_{6} e^{j}\right)}^{K} \frac{X_{k}}{\sqrt{k}} z^{k}\right) .
$$

Applying independence and rotational symmetry, we have

$$
\begin{aligned}
& \mathbb{E}\left[\left(\int_{\frac{e^{j-1}}{C_{4} \sqrt{N}} \leqslant \theta \leqslant \frac{e^{j}}{C_{4} \sqrt{N}}}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \\
\leqslant & \mathbb{E}\left[\left(\int_{\frac{e^{j-1}}{C_{4} \sqrt{N}} \leqslant \theta \leqslant \frac{e^{j}}{C_{4} \sqrt{N}}}\left|F_{K, M_{*} ; j}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \times \mathbb{E}\left[\sup _{\frac{e^{j-1}}{C_{4} \sqrt{N}} \leqslant \theta \leqslant \frac{e^{j}}{C_{4} \sqrt{N}}}\left|\bar{F}_{K, M_{*} ; j}\left(r e^{i \theta}\right)\right|^{2 q}\right] \\
= & \mathbb{E}\left[\left(\int_{\frac{e^{j-1}}{C_{4} \sqrt{N}} \leqslant \theta \leqslant \frac{e^{j}}{C_{4} \sqrt{N}}}\left|\underline{F}_{K, M_{*} ; j}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \times \mathbb{E}\left[\sup _{|\theta| \leqslant \frac{e^{j}+e^{j-1}}{2 C_{4} \sqrt{N}}}\left|\bar{F}_{K, M_{*} ; j}\left(r e^{i \theta}\right)\right|^{2 q}\right] .
\end{aligned}
$$

We decompose

$$
\sup _{|\theta| \leqslant \frac{e^{j+e j-1}}{2 C_{4} \sqrt{N}}}\left|\bar{F}_{K, M_{*} ; j}\left(r e^{i \theta}\right)\right|^{2 q}=\left|\bar{F}_{K, M_{*} ; j}(r)\right|^{2 q} \times \exp \left(2 q \sup _{|\theta| \leqslant \frac{j^{j}+j^{j-1}}{2 C_{4} \sqrt{N}}} \sum_{k=M_{*}}^{C_{4} \sqrt{N} /\left(C_{6} e^{j}\right)} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k} e^{i k \theta}-X_{k}\right)\right) .
$$

The change of measure formula (93) together with (94) yield

$$
\mathbb{E}\left[\sup _{|\theta| \leqslant \frac{e^{j+}+e^{j-1}}{2 C_{4} \sqrt{N}}}\left|\bar{F}_{K, M_{*} ; j}\left(r e^{i \theta}\right)\right|^{2 q}\right]=\left(\frac{C_{4} \sqrt{N}}{C_{6} M_{*} e^{j}}\right)^{q^{2}} \mathbb{E}^{\widehat{\mathbb{Q}}}\left[\exp \left(2 q \sup _{|\theta| \leqslant \frac{e^{j+}+e^{j-1}}{2 C_{4} \sqrt{N}}} \sum_{k=M_{*}}^{C_{4} \sqrt{N} /\left(C_{6} e^{j}\right)} \frac{r^{k}}{\sqrt{k}} \Re\left(X_{k} e^{i k \theta}-X_{k}\right)\right)\right] .
$$

Moreover, by (96),

$$
\mathbb{E}\left[\sup _{|\theta| \leqslant \frac{e j+e j-1}{2 C_{4} \sqrt{N}}}\left|\bar{F}_{K, M_{*} ; j}\left(r e^{i \theta}\right)\right|^{2 q}\right] \ll\left(\frac{C_{4} \sqrt{N}}{C_{6} M_{*} e^{j}}\right)^{q^{2}} \ll\left(\frac{C_{4} \sqrt{N}}{e^{j}}\right)^{q^{2}} .
$$

Therefore,

$$
\mathbb{E}\left[\left(\int_{\frac{e^{j-1}}{C_{4} \sqrt{N}} \leqslant \theta \leqslant \frac{e^{j}}{C_{4} \sqrt{N}}}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \leqslant \mathbb{E}\left[\left(\int_{\frac{e^{j-1}}{C_{4} \sqrt{N}} \leqslant \theta \leqslant \frac{e^{j}}{C_{4} \sqrt{N}}}\left|\underline{F}_{K, M_{*} ; j}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \times\left(\frac{C_{4} \sqrt{N}}{e^{j}}\right)^{q^{2}} .
$$

To show (91), it remains to prove

$$
\begin{equation*}
\mathbb{E}\left[\left(\int_{\frac{e^{j-1}}{C_{4} \sqrt{N}} \leqslant \theta \leqslant \frac{e^{j}}{C_{4} \sqrt{N}}}\left|\underline{F}_{K, M_{*} ; j}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \ll \frac{e^{2 q j}(K / N)^{q}}{\left(1+(1-q) \sqrt{\log N)^{q}}\right.}, \tag{107}
\end{equation*}
$$

where the asymptotic constant does not depend on $j, K, N$. The case of $q=1$ being a consequence of Lemma A.3, we assume that $q<1$. To this end, we adapt the proof of Proposition 3.3. Recall Definition 3.5. We first claim that

$$
\begin{equation*}
\mathbb{E}\left[\mathbb{1}_{\mathcal{G}_{r}(A ; K)} \int_{\frac{e^{j-1}}{C_{4} \sqrt{N}} \leqslant \theta \leqslant \frac{e^{j}}{C_{4} \sqrt{N}}}\left|\underline{F}_{K, M_{*} ; j}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right] \ll \frac{A K e^{2 j}}{N \sqrt{\log N}} . \tag{108}
\end{equation*}
$$

The only change compared to Proposition 3.7 is that we replace the definition of $M$ therein by $\max \left\{M, \log \left(C_{4} \sqrt{N} /\left(C_{6} e^{j}\right)\right)\right\}$. This leads to

$$
\mathbb{E}\left[\mathbb{1}_{\mathcal{G}_{r}(A, \theta ; K)}\left|\underline{F}_{K, M_{*} ; j}\left(r e^{i \theta}\right)\right|^{2}\right] \ll \frac{A K e^{j}}{\sqrt{N \log K}}
$$

Integration with respect to $\theta$ then gives (108). Applying the same argument that deduces Proposition 3.3 from Propositions 3.6 and 3.7 then leads to (107) and hence (91). A similar argument establishes (92) and can be omitted.

### 5.2.3 Low moments of weighted mass of truncated chaos

Define

$$
\widetilde{F}_{K, M_{*}, m}(z):=\exp \left(\sum_{M_{*} \leqslant k \leqslant K} \frac{X_{k}}{\sqrt{k}} z^{k}\right) \times\left(\sum_{j:|j-m| \leqslant N^{9 / 10}} u(j) z^{j}\right),
$$

our goal is to show the following.
Proposition 5.11. Let $K_{r}$ be such that $\log K_{r}$ is the largest integer with $K_{r} \leqslant \min \left\{\frac{-1}{4 \log r}\right.$, $\left.K\right\}$. Uniformly for $r \in\left[e^{-C_{5} / K}, e^{C_{5} / K}\right]$ and $K \gg \sqrt{N}$,

$$
\begin{equation*}
N^{q^{2} / 2}\left(\frac{r^{2 m} K_{r}}{1+(1-q) \sqrt{\log K_{r}}}\right)^{q} \ll \mathbb{E}\left[\left(\int_{-\pi}^{\pi}\left|\widetilde{F}_{K, M_{*}, m}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \ll N^{q^{2} / 2}\left(\frac{r^{2 m} K}{1+(1-q) \sqrt{\log K}}\right)^{q} \tag{109}
\end{equation*}
$$

where the asymptotic constants depend on $q$ only. In particular, with the choice $K=N / 2$,

$$
N^{q^{2} / 2}\left(\frac{r^{2 m} K_{r}}{1+(1-q) \sqrt{\log K_{r}}}\right)^{q} \ll \mathbb{E}\left[\left(\int_{-\pi}^{\pi}\left|\widetilde{F}_{K, M_{*}, m}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \ll N^{q^{2} / 2}\left(\frac{r^{2 m} N}{1+(1-q) \sqrt{\log N}}\right)^{q}
$$

Recall the truncated chaos $F_{K, M_{*}}$ from (19). We have

$$
\begin{equation*}
\frac{\left|\widetilde{F}_{K, M_{*}, m}\left(r e^{i \theta}\right)\right|}{\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|}=\left|\sum_{j:|j-m| \leqslant N^{9 / 10}} e^{i j\left(\tau_{1}+\theta\right)} \frac{\left|x_{1}\right|^{j-m}}{j!/ m!} r^{j}\right| . \tag{110}
\end{equation*}
$$

The following two lemmas deal with the right-hand side of (110), whose proofs are elementary and deferred to Appendix B. Recall the constants $C_{4}, C_{5}$.

Lemma 5.12. Uniformly in $N$ large enough, $m \in[N / 6, N / 3], x_{1} \in[m, m+1), \tau_{1} \in[-\pi, \pi)$, and $r \in$ $\left[e^{-C_{5} / N}, e^{C_{5} / N}\right]$, we have

$$
\left|\sum_{j:|j-m| \leqslant N^{9 / 10}} e^{i j \tau_{1}} \frac{\left|x_{1}\right|^{j-m}}{j!/ m!} r^{j}\right| \ll \min \left\{\frac{r^{m}}{\left|\tau_{1}\right|}, \sqrt{N} r^{m}\right\}
$$

Lemma 5.13. There exists a large universal constant $C_{4}>0$ such that the following holds. Uniformly in $N$ large enough, $m \in[N / 6, N / 3]$, $x_{1} \in[m, m+1),|\tau| \leqslant 1 /\left(C_{4} \sqrt{N}\right)$, and $r \in\left[e^{-C_{5} / N}, e^{C_{5} / N}\right]$, we have

$$
\left|\sum_{j:|j-m| \leqslant N^{9 / 10}} e^{i j \tau} \frac{\left.\left|x_{1}\right|\right|^{j-m}}{j!/ m!} r^{j}\right| \gg \sqrt{N} r^{m} .
$$

We define $C_{4}$ so that the conditions in Lemma 5.13 are satisfied. In particular, we may remove the $C_{4}$ that appears in (91) and (92).

Proof of Proposition 5.11. For the first part of (109), we apply Lemma 5.13 and Proposition 5.6 to obtain

$$
\mathbb{E}\left[\left(\int_{-\pi}^{\pi}\left|\widetilde{F}_{K, M_{*}, m}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \geqslant \mathbb{E}\left[\left(\int_{\left|\theta+\tau_{1}\right| \leqslant \frac{1}{C_{4} \sqrt{N}}}\left|\widetilde{F}_{K, M_{*}, m}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right]
$$

$$
\begin{aligned}
& \gg N^{q} r^{2 q m^{2}} \mathbb{E}\left[\left(\int_{\left|\theta+\tau_{1}\right| \leqslant \frac{1}{C_{4} \sqrt{N}}}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \\
& \gg N^{q^{2} / 2}\left(\frac{r^{2 m} K_{r}}{1+(1-q) \sqrt{\log N}}\right)^{q}
\end{aligned}
$$

where in the last step we use rotational symmetry conditionally on $\tau_{1}$. For the second part of (109), we apply Lemma 5.12, Proposition 5.7 (conditionally on $\tau_{1}$ and using rotational symmetry), and $|a+b|^{q} \leqslant|a|^{q}+|b|^{q}$ for $q \in(0,1]$ to get

$$
\begin{aligned}
& \mathbb{E}\left[\left(\int_{-\pi}^{\pi}\left|\widetilde{F}_{K, M_{*}, m}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \\
\leqslant & \sum_{j=1}^{\log \left(\pi C_{4} \sqrt{N}\right)} \mathbb{E}\left[\left(\int_{\frac{e^{j-1}}{C_{4} \sqrt{N}} \leqslant\left|\theta+\tau_{1}\right| \leqslant \frac{e^{j}}{C_{4} \sqrt{N}}}\left|\widetilde{F}_{K, M_{*}, m}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right]+\mathbb{E}\left[\left(\int_{\left|\theta+\tau_{1}\right| \leqslant \frac{1}{C_{4} \sqrt{N}}}\left|\widetilde{F}_{K, M_{*}, m}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \\
\ll & \sum_{j=1}^{\log \left(\pi C_{4} \sqrt{N}\right)} r^{2 q m}\left(\frac{e^{j}}{C_{4} \sqrt{N}}\right)^{-2 q} \mathbb{E}\left[\left(\int_{\frac{e^{j}-1}{C_{4} \sqrt{N}} \leqslant\left|\theta+\tau_{1}\right| \leqslant \frac{e^{j}}{C_{4} \sqrt{N}}}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \\
& +N^{q} r^{2 q m} \mathbb{E}\left[\left(\int_{\left|\theta+\tau_{1}\right| \leqslant \frac{1}{C_{4} \sqrt{N}}}\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \\
< & \sum_{j=1}^{\log \left(\pi C_{4} \sqrt{N}\right)} r^{2 q m} e^{-2 q j} N^{q} \times\left(\frac{e^{j-1}}{\sqrt{N}}\right)^{2 q-q^{2}} \frac{K^{q}}{\left(1+(1-q) \sqrt{\log N)^{q}}\right.}+N^{q} r^{2 q m} \times \frac{N^{-q+q^{2} / 2} K^{q}}{\left(1+(1-q) \sqrt{\log N)^{q}}\right.} \\
< & N^{q^{2} / 2}\left(\frac{r^{2 m} K}{1+(1-q) \sqrt{\log N}}\right)^{q} .
\end{aligned}
$$

This completes the proof.

### 5.2.4 Proof of the lower bound

Observe from (90) that

$$
\sum_{m=N / 6}^{N / 3} \frac{m^{-q+q^{2} / 2}}{(1+(1-q) \sqrt{\log (N-m)})^{q}} \gg \frac{N^{1-q+q^{2} / 2}}{\left(1+(1-q) \sqrt{\log N)^{q}}\right.} \asymp \sum_{m=0}^{N-2} \frac{m^{-q+q^{2} / 2}}{(1+(1-q) \sqrt{\log (N-m)})^{q}}
$$

This hints at the strategy of restricting to the event $m \approx\left|X_{1}\right| \in[N / 6, N / 3]$ in order to achieve an asymptotic lower bound for $\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right]$, which has considerably reduced technicality. To this end, let us write

$$
\begin{equation*}
\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right] \geqslant \sum_{m=N / 6}^{N / 3} \mathbb{E}\left[\left|\sum_{\lambda \in \mathcal{P}_{N}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q} \mathbb{1}_{\left\{\left|X_{1}\right| \in[m, m+1)\right\}}\right] . \tag{111}
\end{equation*}
$$

Fix $m \in[N / 6, N / 3]$. In view of the discussions in Section 2.2, we expect that

$$
\begin{equation*}
\mathbb{E}\left[\left|\sum_{\lambda \in \mathcal{P}_{N}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q} \mathbb{1}_{\left\{\left|X_{1}\right| \in[m, m+1)\right\}}\right] \asymp \mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\\left|m_{1}(\lambda)-m\right| \leqslant N^{9 / 10}}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q} \mathbb{1}_{\left\{\left|X_{1}\right| \in[m, m+1)\right\}}\right] . \tag{112}
\end{equation*}
$$

This is confirmed by the following lemma.
Lemma 5.14. For $m \in[N / 6, N / 3]$,

$$
\mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\\left|m_{1}(\lambda)-m\right|>N^{9 / 10}}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q} \mathbb{1}_{\left\{\left|X_{1}\right| \in[m, m+1)\right\}}\right]=o\left(N^{-2}\right) .
$$

Proof. We focus first on the sum over $m_{1}(\lambda) \geqslant m$. Using in turn concavity (and similarly Minkowski's inequality for $q>1 / 2$ ), independence, (14), and Proposition 5.5, we have

$$
\begin{aligned}
& \mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\
m_{1}(\lambda)-m>N^{9 / 10}}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q} \mathbb{1}_{\left\{\left|X_{1}\right| \in[m, m+1)\right\}}\right] \\
& \leqslant \sum_{j=m+N^{9 / 10}}^{N} \mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\
m_{1}(\lambda)=j}} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q} \frac{\left|X_{1}\right|^{2 q j}}{(j!)^{2 q}} \mathbb{1}_{\left\{\left|X_{1}\right| \in[m, m+1)\right\}}\right] \\
& \ll \sum_{j=m+N^{9 / 10}}^{N} \frac{m^{2 q j} e^{-\gamma m}}{(j!)^{2 q}} \mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N-j} \\
m_{1}(\lambda)=0}} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right] \\
&< \sum_{j=m+N^{9 / 10}}^{N}\left(\frac{m}{j}\right)^{\gamma j} e^{\gamma(j-m)} j^{-q} .
\end{aligned}
$$

Using Taylor's expansion (that $-\log (1-x) \leqslant-x-x^{2} / 2$ for $0<x<1$ ), we have the bound that for $j^{\prime} \geqslant 0$,

$$
\begin{equation*}
e^{j^{\prime}}\left(\frac{m}{m+j^{\prime}}\right)^{m+j^{\prime}} \leqslant \exp \left(-\frac{\left(j^{\prime}\right)^{2}}{2\left(m+j^{\prime}\right)}\right) . \tag{113}
\end{equation*}
$$

Inserting $j^{\prime}=j-m$ and using $m \geqslant N / 6$ lead to

$$
\sum_{j=m+N^{9 / 10}}^{N}\left(\frac{m}{j}\right)^{\gamma j} e^{\gamma(j-m)} \leqslant \sum_{j^{\prime}=N^{9 / 10}}^{N-m} \exp \left(-\frac{\gamma\left(j^{\prime}\right)^{2}}{14 m}\right) .
$$

Since $m \in[N / 6, N / 3]$, we conclude that the above is $O\left(\exp \left(-\gamma N^{1 / 3}\right)\right)=o\left(N^{-2}\right)$ for $N$ large. The sum over $m_{1}(\lambda)<m$ is similar and omitted.

We will apply the same second moment approach from Section 3.4 to estimate the right-hand side of (112). We need a few preliminary computations, the proofs of which are elementary and deferred to the appendix.

Lemma 5.15. For $m \in[N / 6, N / 3]$ and a (random) function $u$ of the form

$$
u(j)=e^{i j \tau_{1}} \frac{\left|x_{1}\right|^{j-m}}{j!/ m!},
$$

where $\left|x_{1}\right| \in[m, m+1)$ and we recall that $\tau_{1}$ is uniformly distributed on $[-\pi, \pi]$ independent of anything else, we have

$$
\mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\\left|m_{1}(\lambda)-m\right| \leqslant N^{9 / 10}}} u\left(m_{1}\right) \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right] \gg \frac{N^{q^{2} / 2}}{(1+(1-q) \sqrt{\log N})^{q}} .
$$

Proof. First, taking advantage of $|u(j)| \leqslant 1$, we may apply a similar symmetrization argument that deduced Theorem 1.3 equation (3) from Proposition 3.1 in Section 3.1, so that it suffices to prove

$$
\mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N}  \tag{114}\\
\begin{array}{l}
m_{1}(\lambda)-m \mid \leqslant N^{9 / 10} \\
\forall 2 \leqslant k<M_{*}, m_{k}(\lambda)=0
\end{array}}} u\left(m_{1}\right) \prod_{k \geqslant M_{*}}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right] \gg \frac{N^{q^{2} / 2}}{(1+(1-q) \sqrt{\log N})^{q}} .
$$

The proof of (114) follows from a straightforward adaptation of the lower bound part for the universality phase. First, in the proof of Proposition 3.10, we have used the relation (40). If we instead define

$$
\begin{equation*}
\widetilde{F}_{K, M_{*}, m}(z):=\exp \left(\sum_{M_{*} \leqslant k \leqslant K} \frac{X_{k}}{\sqrt{k}} z^{k}\right) \times\left(\sum_{j:|j-m| \leqslant N^{9 / 10}} u(j) z^{j}\right), \tag{115}
\end{equation*}
$$

then (40) has the analogue

$$
\widetilde{F}_{N / 2, M_{*}, m}(z)=\sum_{n=0}^{\infty}\left(\sum_{\substack{\lambda \in \mathcal{P}_{n} \\ \lambda_{1} \leqslant N / 2 \\ m_{1}(\lambda)-m \mid \leqslant N^{9 / 10} \\ \forall 2 \leqslant k<M_{*}, m_{k}(\lambda)=0}} u\left(m_{1}\right) \prod_{k=M_{*}}^{N / 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right) z^{n} .
$$

Therefore, the following equivalent of Proposition 3.10 holds:

$$
\begin{align*}
& \mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\
\begin{array}{c}
m_{1}(\lambda)-m \mid \leqslant N^{9 / 10} \\
\forall 2 \leqslant k<M_{*}, m_{k}(\lambda)=0
\end{array}}} u\left(m_{1}\right) \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right]  \tag{116}\\
\gg & \frac{1}{N^{q}}\left(\mathbb{E}\left[\left(\int_{-\pi}^{\pi}\left|\widetilde{F}_{N / 2, M_{*}, m}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right]-\mathbb{E}\left[r^{N q}\left(\int_{-\pi}^{\pi}\left|\widetilde{F}_{N / 2, M_{*}, m}\left(e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right]\right),
\end{align*}
$$

and hence it suffices to prove the counterparts of Proposition 3.11 and Proposition 3.3 with $F_{K, M_{*}}$ replaced by $\widetilde{F}_{K, M_{*}, m}$. Indeed, by Proposition 5.11,

$$
\begin{equation*}
\mathbb{E}\left[\left(\int_{-\pi}^{\pi}\left|\widetilde{F}_{K, M_{*}, m}\left(r e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \gg N^{q^{2} / 2}\left(\frac{r^{2 m} K_{r}}{1+(1-q) \sqrt{\log K_{r}}}\right)^{q}, \tag{117}
\end{equation*}
$$

where $r=e^{-C_{5} / N}$ for some fixed large constant $C_{5}$, and

$$
\begin{equation*}
\mathbb{E}\left[\left(\int_{-\pi}^{\pi}\left|\widetilde{F}_{K, M_{*}, m}\left(e^{i \theta}\right)\right|^{2} \mathrm{~d} \theta\right)^{q}\right] \ll N^{q^{2} / 2}\left(\frac{K}{1+(1-q) \sqrt{\log K}}\right)^{q} \tag{118}
\end{equation*}
$$

Note that the constants in (117) and (118) do not depend on $C_{5}$. Inserting (117) and (118) into (116) yields that for some constant $C_{11}>0$,

$$
\begin{aligned}
& \mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\
\left|m_{1}(\lambda)-m\right| \leqslant N^{9 / 10} \\
\forall 2 \leqslant k<M_{*}, m_{k}(\lambda)=0}} u\left(m_{1}\right) \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right] \\
\geqslant & \frac{1}{N^{q}}\left(\frac{N^{q^{2} / 2}}{C_{11}}\left(\frac{e^{-2 C_{5} m / N} K_{r}}{1+(1-q) \sqrt{\log K_{r}}}\right)^{q}-C_{11} e^{-C_{5} q} N^{q^{2} / 2}\left(\frac{K}{1+(1-q) \sqrt{\log K}}\right)^{q}\right)
\end{aligned}
$$

Since $m / N \in[1 / 6,1 / 3]$, the right-hand side is $\gg N^{q^{2} / 2} /(1+(1-q) \sqrt{\log N})^{q}$ for $C_{5}$ picked large enough. This completes the proof.

Proof of lower bound of (6). By (111) and Lemmas 5.14 and 5.15, we have

$$
\begin{aligned}
\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right] & \geqslant \sum_{m=N / 6}^{N / 3} \mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\
\left|m_{1}(\lambda)-m\right| \leqslant N^{9 / 10}}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q} \mathbb{1}_{\left\{\left|X_{1}\right| \in[m, m+1)\right\}}\right]-o\left(N^{-1}\right) \\
& \geqslant \sum_{m=N / 6}^{N / 3} \mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\
\left|m_{1}(\lambda)-m\right| \leqslant N^{9 / 10}}} u\left(m_{1}\right) \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right] \mathbb{E}\left[\left(\frac{\left|X_{1}\right|^{m}}{m!}\right)^{2 q} \mathbb{1}_{\left\{\left|X_{1}\right| \in[m, m+1)\right\}}\right]-o\left(N^{-1}\right) \\
& \gg \sum_{m=N / 6}^{N / 3} \frac{N^{q^{2} / 2}}{(1+(1-q) \sqrt{\log N})^{q}} N^{-q}-o\left(N^{-1}\right) \\
& \gg \frac{N^{1-q+q^{2} / 2}}{\left(1+(1-q) \sqrt{\log N)^{q}}\right.},
\end{aligned}
$$

as desired.

### 5.2.5 Proof of the upper bound

Fix a large constant $C_{12}>0$ to be determined. We expect that for each $m \in\left[C_{12}, N-C_{12}\right]$,

$$
\begin{equation*}
\mathbb{E}\left[\left|\sum_{\lambda \in \mathcal{P}_{N}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q} \mathbb{1}_{\left\{\left|X_{1}\right| \in[m, m+1)\right\}}\right] \approx \mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\\left|m_{1}-m\right| \leqslant N^{9 / 10}}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q} \mathbb{1}_{\left\{\left|X_{1}\right| \in[m, m+1)\right\}}\right], \tag{119}
\end{equation*}
$$

and that the contribution to $\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right]$ from the event $\left\{\left|X_{1}\right| \notin\left[C_{12}, N-C_{12}\right]\right\}$ does not exceed the order of the lower bound established in Section 5.2.4. This is the purpose of the following result.

Lemma 5.16. It holds that

$$
\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right] \ll \sum_{m=C_{12}}^{N-C_{12}} \mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\\left|m_{1}-m\right| \leqslant N^{9 / 10}}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q} \mathbb{1}_{\left\{\left|X_{1}\right| \in[m, m+1)\right\}}\right]+\frac{N^{1-q+q^{2} / 2}}{\left(1+(1-q) \sqrt{\log N)^{q}}\right.} .
$$

Proof. The first step is to control the sum

$$
\sum_{m \notin\left[C_{12}, N-C_{12}\right]} \mathbb{E}\left[\left|\sum_{\lambda \in \mathcal{P}_{N}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q} \mathbb{1}_{\left\{\left|X_{1}\right| \in[m, m+1)\right\}}\right] .
$$

We use the same approach as in Lemma 5.14. We illustrate the case $0<q<1 / 2$ first using concavity. Using Proposition 5.5 and (113), the contribution from the sum over $m \geqslant N-C_{12}$ can be bounded by

$$
\begin{aligned}
& \sum_{m \geqslant N-C_{12}} \mathbb{E}\left[\left|\sum_{\lambda \in \mathcal{P}_{N}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q} \mathbb{1}_{\left\{\left|X_{1}\right| \in[m, m+1)\right\}}\right] \\
& \leqslant \sum_{m \geqslant N-C_{12}} \sum_{j=0}^{N} \mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\
m_{1}(\lambda)=j}} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right] \times \mathbb{E}\left[\frac{\left|X_{1}\right|^{2 q j}}{(j!)^{2 q}} \mathbb{1}_{\left\{\left|X_{1}\right| \in[m, m+1)\right\}}\right] \\
& \leqslant \sum_{m \geqslant N-C_{12}} \sum_{j=0}^{N}\left(\frac{m}{j}\right)^{\gamma j} e^{\gamma(j-m)} j^{-q}(1+(1-q) \sqrt{\log (1+N-j)})^{-q} \\
& \ll \sum_{m \geqslant N-C_{12}} \sum_{j=0}^{N} j^{-q} e^{-(j-m)^{2} /(2 j)}(1+(1-q) \sqrt{\log (1+N-j)})^{-q} \\
& \ll N^{1-q}(1+(1-q) \sqrt{\log N})^{-q} .
\end{aligned}
$$

Likewise,

$$
\sum_{m \leqslant C_{12}} \mathbb{E}\left[\left|\sum_{\lambda \in \mathcal{P}_{N}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q} \mathbb{1}_{\left\{\left|X_{1}\right| \in[m, m+1)\right\}}\right] \ll \sum_{m \leqslant C_{12}} \sum_{j=0}^{N} j^{-q} e^{-(j-m)^{2} /(2 j)} \ll 1 .
$$

Suppose now that $q \geqslant 1 / 2$. By Minkowski's inequality, Proposition 5.5, and (113), there are constants $C_{13}, C_{14}>0$ such that for each $m \geqslant N-C_{12}$,

$$
\begin{aligned}
& \mathbb{E}\left[\left|\sum_{\lambda \in \mathcal{P}_{N}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q} \mathbb{1}_{\left\{\left|X_{1}\right| \in[m, m+1)\right\}}\right]^{1 /(2 q)} \\
\leqslant & \sum_{j=0}^{N}\left(\mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\
m_{1}(\lambda)=j}} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right] \times \mathbb{E}\left[\frac{\left|X_{1}\right|^{2 q j}}{(j!)^{2 q}} \mathbb{1}_{\left\{\left|X_{1}\right| \in[m, m+1)\right\}}\right]\right)^{1 /(2 q)} \\
\leqslant & \sum_{j=0}^{N}\left(\left(\frac{m}{j}\right)^{\gamma j} e^{\gamma(j-m)} j^{-q}(1+(1-q) \sqrt{\log (1+N-j)})^{-q}\right)^{1 /(2 q)} \\
\ll & \sum_{j=0}^{N} j^{-1 / 2} e^{-(j-m)^{2} /(4 q j)}(1+(1-q) \sqrt{\log (1+N-j)})^{-1 / 2} .
\end{aligned}
$$

Note that

$$
\frac{j^{-1 / 2} e^{-(j-m)^{2} /(4 q j)}}{(1+(1-q) \sqrt{\log (1+N-j)})^{1 / 2}} \ll \begin{cases}j^{-1 / 2}(1+(1-q) \sqrt{\log (1+N-j)})^{-1 / 2} & \text { if } j \geqslant m-C_{14} \sqrt{N} \\ O\left(e^{-\left(m-j-C_{14} \sqrt{N}\right) / C_{13}}\right) & \text { if } j<m-C_{14} \sqrt{N}\end{cases}
$$

Therefore,

$$
\begin{aligned}
& \mathbb{E}\left[\sum_{m \geqslant N-C_{12}}\left|\sum_{\lambda \in \mathcal{P}_{N}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q} \mathbb{1}_{\left\{\left|X_{1}\right| \in[m, m+1)\right\}}\right] \\
& \ll 1+\sum_{N-C_{12} \leqslant m \leqslant N+C_{14} \sqrt{N}}\left((1+(1-q) \sqrt{\log N})^{-q}+1\right) \ll \sqrt{N} \ll \frac{N^{1-q+q^{2} / 2}}{\left(1+(1-q) \sqrt{\log N)^{q}} .\right.}
\end{aligned}
$$

The sum over $m \leqslant C_{12}$ can be similarly bounded by $\ll 1$.
Finally, for $m \in\left[C_{12}, N-C_{12}\right]$, we apply the same technique in Lemma 5.14 that leads to

$$
\mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\\left|m_{1}-m\right|>N^{9 / 10}}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q} \mathbb{1}_{\left\{\left|X_{1}\right| \in[m, m+1)\right\}}\right] \ll N^{-2} .
$$

This completes the proof by concavity if $q<1 / 2$ and Minkowski's inequality if $q \geqslant 1 / 2$.
Proof of upper bound of (6). Conditioning on $R_{1}$, the right-hand side of (119) can be rewritten using independence as

$$
\begin{equation*}
\mathbb{E}\left[\frac{\left|X_{1}\right|^{2 q m}}{(m!)^{2 q}} \mathbb{1}_{\left\{\left|X_{1}\right| \in[m, m+1)\right\}}\right] \times \mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\\left|m_{1}-m\right| \leqslant N^{9 / 10}}} \frac{e^{i \tau_{1}\left(m_{1}-m\right)}\left|x_{1}\right|^{m_{1}-m}}{m_{1}!/ m!} \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right], \tag{120}
\end{equation*}
$$

where $x_{1} \in[m, m+1)$. The first expectation contributes $\asymp m^{-q}$, which directly follows from (14). For the second expectation, we use the same multiplicative chaos approach as in the universality phase. Similarly as done in Section 5.2.4, we first apply the same argument that deduced Theorem 1.3 equation (3) from Proposition 3.1 in Section 3.1, to start the product in (120) from $k=M_{*}$ instead of from $k=2$. Define

$$
A_{N, M_{*}, m}:=\sum_{\substack{\lambda \in \mathcal{P}_{N} \\\left|m_{1}-m\right| \leqslant N^{9 / 10} \\ m_{1}=\cdots=m_{M_{*}-1}=0}} u\left(m_{1}\right) \prod_{k \geqslant M_{*}}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!} .
$$

It remains to bound

$$
\mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\\left|m_{1}-m\right| \leqslant N^{9 / 10} \\ m_{1}=\cdots=m_{M_{*}-1}=0}} \frac{e^{i \tau_{1}\left(m_{1}-m\right)}\left|x_{1}\right|^{m_{1}-m}}{m_{1}!/ m!} \prod_{k \geqslant M_{*}}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right]=\mathbb{E}\left[\left|A_{N, M_{*}, m}\right|^{2 q}\right]
$$

from above. First, the same argument of Proposition 3.2 applies (possibly with a different constant $C(q)$ ) with
$F_{K, M_{*}}$ replaced by $\widetilde{F}_{K, M_{*}, m}$ defined in (115): for $1 / 2 \leqslant q \leqslant 1$,

$$
\begin{equation*}
\mathbb{E}\left[\left|A_{N, M_{*}, m}\right|^{2 q}\right]^{1 /(2 q)} \ll \frac{1}{\sqrt{N}} \sum_{j=1}^{J} \mathbb{E}\left[\left(\frac{1}{2 \pi} \int_{-\pi}^{\pi}\left|\widetilde{F}_{N / 2^{j}, M_{*}, m}(\exp (j / N+i \theta))\right|^{2} \mathrm{~d} \theta\right)^{q}\right]^{1 /(2 q)}+\frac{1}{N} \tag{121}
\end{equation*}
$$

and for $0<q<1 / 2$,

$$
\begin{equation*}
\mathbb{E}\left[\left|A_{N, M_{*}, m}\right|^{2 q}\right] \ll \frac{1}{N^{q}} \sum_{j=1}^{J} \mathbb{E}\left[\left(\frac{1}{2 \pi} \int_{-\pi}^{\pi}\left|\widetilde{F}_{N / 2^{j}, M_{*}, m}(\exp (j / N+i \theta))\right|^{2} \mathrm{~d} \theta\right)^{q}\right]+\frac{1}{N^{2 q}} \tag{122}
\end{equation*}
$$

These follow by arguing similarly as in the proof of Proposition 5.4, and adapting Proposition 3.2 to the case $0<q<1 / 2$ by applying concavity instead of Minkowski's inequality in (44). Inserting the upper bound of Proposition 5.11 (second inequality of (109)) into (121) and (122) yields that for $q \in(0,1]$ and $m \in$ $\left[C_{12}, N-C_{12}\right]$,

$$
\begin{equation*}
\mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N} \\\left|m_{1}-m\right| \leqslant N^{9 / 10} \\ m_{1}=\cdots=m_{M_{*}-1}=0}} u\left(m_{1}\right) \prod_{k \geqslant 2}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q}\right] \ll \frac{m^{q^{2} / 2}}{(1+(1-q) \sqrt{\log (N-m)})^{q}} \tag{123}
\end{equation*}
$$

Combining Lemma 5.16 with (123), we have

$$
\begin{aligned}
\mathbb{E}\left[\left|A_{N}\right|^{2 q}\right] & \ll \sum_{m=C_{12}}^{N-C_{12}} \mathbb{E}\left[\left|\sum_{\substack{\lambda \in \mathcal{P}_{N}}} \prod_{k \geqslant 1}\left(\frac{X_{k}}{\sqrt{k}}\right)^{m_{k}} \frac{1}{m_{k}!}\right|^{2 q} \mathbb{1}_{\left\{\left|X_{1}\right| \in[m, m+1)\right\}}\right]+O\left(\frac{N^{1-q+q^{2} / 2}}{\left(1+(1-q) \sqrt{\log N)^{q}}\right.}\right) \\
& \ll \sum_{m=C_{12}}^{N-C_{12}} m^{-q} \frac{m^{q^{2} / 2}}{(1+(1-q) \sqrt{\log (N-m)})^{q}}+O\left(\frac{N^{1-q+q^{2} / 2}}{\left(1+(1-q) \sqrt{\log N)^{q}}\right)}\right. \\
& \ll \frac{N^{1-q+q^{2} / 2}}{\left(1+(1-q) \sqrt{\log N)^{q}}\right.},
\end{aligned}
$$

as desired.
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## A Some technical computations regarding exponential moments

We collect some technical computations of (exponential) moments under distinct probability measures in this section. Recall the definitions in Section 3.2.
Lemma A.1. Fix $M_{*} \in \mathbb{N}$. For any $K \geqslant 1$ and $e^{-1 / K} \leqslant r \leqslant e^{1 / K}$,

$$
\exp \left(\sum_{k=M_{*}}^{K} \frac{r^{2 k}}{k}\right) \asymp K
$$

Proof. Suppose that $1 \leqslant r \leqslant e^{1 / K}$. Then the lower bound $\exp \left(\sum_{k=M_{*}}^{K} \frac{r^{2 k}}{k}\right) \gg K$ is trivial and there exists some constant $L>0$ such that

$$
\sum_{k=M_{*}}^{K} \frac{r^{2 k}}{k} \leqslant \sum_{n=\left\lfloor\log M_{*}\right\rfloor}^{\lceil\log K\rceil} \sum_{e^{n-1} \leqslant k<e^{n}} \frac{r^{2 k}}{k} \leqslant \sum_{n=\left\lfloor\log M_{*}\right\rfloor}^{\lceil\log K\rceil} e^{2 e^{n} / K} \leqslant \log K+1+L \sum_{n=\left\lfloor\log M_{*}\right\rfloor}^{\lceil\log K\rceil} \frac{e^{n}}{K} \leqslant \log K+L .
$$

The other case $e^{-1 / K} \leqslant r \leqslant 1$ is similarly established.
Lemma A.2. Suppose that $\mathbb{E}\left[e^{c_{0}\left|R_{1}\right|}\right]<\infty$ for some $c_{0}>0$. For any $\beta \in(0,2], K \geqslant 1$, and $e^{-1 / K} \leqslant r \leqslant e^{1 / K}$, we have the following asymptotics for $k \geqslant k_{0}=k\left(c_{0}\right)$, some constant depending only on $c_{0}$.
(i) $\mathbb{E}\left[\exp \left(2 \beta \Re \frac{X_{k} r^{k}}{\sqrt{k}}\right)\right]=\mathbb{E}\left[\exp \left(2 \beta \frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right)\right]=1+\beta^{2} \frac{r^{2 k}}{k}+O\left(k^{-3 / 2}\right)$;
(ii) $\mathbb{E}\left[\exp \left(2 \beta \frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right) R_{k} \cos \left(\tau_{k}\right)\right]=\beta \frac{r^{k}}{\sqrt{k}}+O\left(k^{-1}\right)$;
(iii) $\mathbb{E}\left[\exp \left(2 \beta \frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right) R_{k}^{2}\right]=1+O\left(k^{-1 / 2}\right)$;
(iv) For any $\alpha \in \mathbb{R}, \mathbb{E}\left[\exp \left(2 \beta \frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right) R_{k}^{2} \cos ^{2}\left(\tau_{k}+\alpha\right)\right]=\frac{1}{2}+O\left(k^{-1 / 2}\right)$;
(v) $\mathbb{E}\left[\exp \left(2 \beta \frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right)\left|R_{k} \cos \left(\tau_{k}\right)\right|^{3}\right] \ll 1$.

Proof. Recall that $\mathbb{E}\left[\cos \left(\tau_{k}\right)^{2}\right]=\frac{1}{2}$. For (i), by Taylor's expansion and Fubini's theorem,

$$
\mathbb{E}\left[\exp \left(2 \beta \Re \frac{X_{k} r^{k}}{\sqrt{k}}\right)\right]=\mathbb{E}\left[\exp \left(2 \beta \frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right)\right]=: 1+\beta^{2} \frac{r^{2 k}}{k}+E_{r}(k, \beta),
$$

where, after noticing $k^{(m-3) /(2 m)} \geqslant k^{1 / 8}$ for $m \geqslant 4$, we have

$$
\begin{aligned}
\left|E_{r}(k, \beta)\right| & =\left|\sum_{m=3}^{\infty} \frac{2^{m} \beta^{m} r^{m k}}{m!k^{m / 2}} \mathbb{E}\left[\left(R_{k} \cos \left(\tau_{k}\right)\right)^{m}\right]\right| \\
& \ll k^{-3 / 2}\left(\mathbb{E}\left[\left|R_{k}\right|^{3}\right]+\sum_{m=4}^{\infty} \frac{\left(2 e \beta / k^{1 / 8}\right)^{m}}{m!} \mathbb{E}\left[\left|R_{k}\right|^{m}\right]\right) \\
& \leqslant k^{-3 / 2}\left(\mathbb{E}\left[\left|R_{k}\right|^{3}\right]+\mathbb{E}\left[e^{c_{0}\left|R_{k}\right|}\right]\right)=O\left(k^{-3 / 2}\right)
\end{aligned}
$$

for $k$ larger than some universal constant. Likewise, we have for (ii),

$$
\mathbb{E}\left[\exp \left(2 \beta \Re \frac{X_{k} r^{k}}{\sqrt{k}}\right) \Re X_{k}\right]=\mathbb{E}\left[\exp \left(2 \beta \frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right) R_{k} \cos \left(\tau_{k}\right)\right]=: \beta \frac{r^{k}}{\sqrt{k}}+\widetilde{E}_{r}(k, \beta),
$$

where for $k$ larger than some universal constant (and additionally the fact $m \leqslant\left(\frac{3}{2}\right)^{m}$ for $m \geqslant 1$ )

$$
\left|\widetilde{E}_{r}(k, \beta)\right|=\left|\sum_{m=2}^{\infty} \frac{2^{m} \beta^{m} r^{m k}}{m!k^{m / 2}} \mathbb{E}\left[\left(R_{k} \cos \left(\tau_{k}\right)\right)^{m+1}\right]\right| \leqslant k^{-1}\left(\mathbb{E}\left[\left|R_{k}\right|^{3}\right]+\mathbb{E}\left[e^{c_{0}\left|R_{k}\right|}\right]\right)=O\left(k^{-1}\right) .
$$

For (iv), we use only the first term in the expansion and get

$$
\begin{aligned}
& \mathbb{E}\left[\exp \left(2 \beta \frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right) R_{k}^{2} \cos ^{2}\left(\tau_{k}+\alpha\right)\right] \\
= & \mathbb{E}\left[R_{k}^{2} \cos ^{2}\left(\tau_{k}+\alpha\right)\right]+\mathbb{E}\left[\sum_{m=1}^{\infty} \frac{\left(2 \beta r^{k}\right)^{m}}{m!k^{m / 2}} R_{k}^{m+2} \cos ^{m}\left(\tau_{k}\right) \cos ^{2}\left(\tau_{k}+\alpha\right)\right]=\frac{1}{2}+O\left(k^{-\frac{1}{2}}\right) .
\end{aligned}
$$

For (iii), similarly as in (iv):

$$
\mathbb{E}\left[\exp \left(2 \beta \frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right) R_{k}^{2}\right]=\mathbb{E}\left[R_{k}^{2}\right]+\mathbb{E}\left[\sum_{m=1}^{\infty} \frac{\left(2 \beta r^{k}\right)^{m}}{m!k^{m / 2}} R_{k}^{m+2} \cos ^{m}\left(\tau_{k}\right)\right]=1+O\left(k^{-1 / 2}\right)
$$

For (v), we have by the simple bound $|x| \leqslant e^{|x|}$, for $k$ larger than a certain constant,

$$
\mathbb{E}\left[\exp \left(2 \beta \Re \frac{X_{k} r^{k}}{\sqrt{k}}\right)\left|\Re X_{k}\right|^{3}\right] \ll \mathbb{E}\left[\exp \left(2 \beta \frac{\left|\Re X_{k}\right| r^{k}}{\sqrt{k}}+3\left|\Re X_{k}\right|\right)\right] \ll \mathbb{E}\left[e^{2 e \beta+3\left|R_{k}\right| / \sqrt{k}}\right] \ll 1
$$

This completes the proof.
Lemma A.3. Assume the same settings of Lemma A.2. For $\theta \in[-\pi, \pi), e^{-1 / K} \leqslant r \leqslant e^{1 / K}$, and any $M_{*}$ large enough depending on $c_{0}$,

$$
\mathbb{E}\left[\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2}\right] \asymp_{M_{*}} K
$$

Proof. Using independence of $\left\{\left(R_{k}, \tau_{k}\right)\right\}_{k \geqslant 1}$ and rotational invariance of $X_{k}$, as well as Lemma A. 2 (i), we have

$$
\begin{aligned}
\mathbb{E}\left[\left|F_{K, M_{*}}\left(r e^{i \theta}\right)\right|^{2}\right]=\mathbb{E}\left[\left|F_{K, M_{*}}(r)\right|^{2}\right] & =\mathbb{E}\left[\exp \left(2 \Re \sum_{k=M_{*}}^{K} \frac{X_{k} r^{k}}{\sqrt{k}}\right)\right] \\
& =\prod_{k=M_{*}}^{K} \mathbb{E}\left[\exp \left(2 \frac{r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right)\right] \\
& =\exp \left(\sum_{k=M_{*}}^{K} \frac{r^{2 k}}{k}+O(1)\right) \asymp \exp \left(\sum_{k=M_{*}}^{K} \frac{r^{2 k}}{k}\right) \asymp K,
\end{aligned}
$$

where the last step uses Lemma A.1.
Let us recall (35) and (36).
Lemma A.4. Assume the same settings of Lemma A.2. We have for $\mathbb{Q}^{(1)}=\mathbb{Q}_{r, M, K}^{(1)}$, and any $e^{M} \vee k_{0} \leqslant k<K$ and $e^{-1 / K} \leqslant r \leqslant e^{1 / K}$,
(i) $\mathbb{E}^{\mathbb{Q}^{(1)}}\left[R_{k} \cos \left(\tau_{k}\right)\right]=\frac{r^{k}}{\sqrt{k}}+O\left(k^{-1}\right)$;
(ii) $\mathbb{E}^{\mathbb{Q}^{(1)}}\left[R_{k}^{2} \cos ^{2}\left(\tau_{k}\right)\right]=\frac{1}{2}+O\left(k^{-1 / 2}\right)$;
(iii) $\mathbb{E}^{\mathbb{Q}^{(1)}}\left[\left|R_{k} \cos \left(\tau_{k}\right)\right|^{3}\right] \ll 1$.

We also have for $\mathbb{Q}^{(2)}=\mathbb{Q}_{r, M, K, \theta}^{(2)}$, and any $e^{M} \vee k_{0} \leqslant k<K_{r}, \theta \in[-\pi, \pi)$, and $e^{-1 / K} \leqslant r \leqslant e^{1 / K}$,
(i) $\mathbb{E}^{\mathbb{Q}^{(2)}}\left[R_{k} \cos \left(\tau_{k}\right)\right]=(1+\cos (k \theta)) \frac{r^{k}}{\sqrt{k}}+O\left(k^{-1}\right)$;
(ii) $\mathbb{E}^{\mathbb{Q}^{(2)}}\left[R_{k}^{2} \cos ^{2}\left(\tau_{k}\right)\right]=\frac{1}{2}+O\left(k^{-1 / 2}\right)$ and $\mathbb{E}^{\mathbb{Q}^{(2)}}\left[R_{k}^{2} \cos \left(\tau_{k}\right) \cos \left(\tau_{k}+k \theta\right)\right]=\frac{\cos (k \theta)}{2}+O\left(k^{-1 / 2}\right)$;
(iii) $\mathbb{E}^{\mathbb{Q}^{(2)}}\left[\left|R_{k} \cos \left(\tau_{k}\right)\right|^{3}\right] \ll 1$.

Proof. By definition, Taylor's expansion, Fubini's theorem, and Lemma A.2, we have

$$
\begin{aligned}
& \mathbb{E}^{\mathbb{Q}^{(1)}}\left[R_{k} \cos \left(\tau_{k}\right)\right]=\frac{\mathbb{E}\left[\exp \left(\frac{2 r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right) R_{k} \cos \left(\tau_{k}\right)\right]}{\mathbb{E}\left[\exp \left(\frac{2 r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right)\right]}=\frac{\frac{r^{k}}{\sqrt{k}}+O\left(k^{-1}\right)}{1+\frac{r^{2 k}}{k}+O\left(k^{-3 / 2}\right)}=\frac{r^{k}}{\sqrt{k}}+O\left(k^{-1}\right), \\
& \mathbb{E}^{\mathbb{Q}^{(1)}}\left[R_{k}^{2} \cos ^{2}\left(\tau_{k}\right)\right]=\frac{\mathbb{E}\left[\exp \left(\frac{2 r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right) R_{k}^{2} \cos ^{2}\left(\tau_{k}\right)\right]}{\mathbb{E}\left[\exp \left(\frac{2 r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right)\right]}=\frac{\frac{1}{2}+O\left(k^{-1 / 2}\right)}{1+\frac{r^{2 k}}{k}+O\left(k^{-3 / 2}\right)}=\frac{1}{2}+O\left(k^{-1 / 2}\right),
\end{aligned}
$$

and

$$
\mathbb{E}^{\mathbb{Q}^{(1)}}\left[\left|R_{k} \cos \left(\tau_{k}\right)\right|^{3}\right]=\frac{\mathbb{E}\left[\exp \left(\frac{2 r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right)\left|R_{k} \cos \left(\tau_{k}\right)\right|^{3}\right]}{\mathbb{E}\left[\exp \left(\frac{2 r^{k}}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right)\right]} \ll \frac{1}{1+\frac{r^{2 k}}{k}+O\left(k^{-3 / 2}\right)} \ll 1 .
$$

Computation of moments under $\mathbb{Q}^{(2)}$ is similar. Using the fact $\mathbb{E}\left[e^{\beta \cos \left(\tau_{k}\right)} \sin \left(\tau_{k}\right)\right]=\mathbb{E}\left[e^{\beta \sin \left(\tau_{k}\right)} \cos \left(\tau_{k}\right)\right]=0$ for any fixed $\beta$ in the second equality, and Lemma A. 2 in the third, we obtain

$$
\mathbb{E}^{\mathbb{Q}^{(2)}}\left[R_{k} \cos \left(\tau_{k}\right)\right]=\frac{\mathbb{E}\left[\exp \left(\frac{2 r^{k} R_{k}}{\sqrt{k}}\left(\cos \left(\tau_{k}\right)+\cos \left(\tau_{k}+k \theta\right)\right)\right) R_{k} \cos \left(\tau_{k}\right)\right]}{\mathbb{E}\left[\exp \left(\frac{2 r^{k} R_{k}}{\sqrt{k}}\left(\cos \left(\tau_{k}\right)+\cos \left(\tau_{k}+k \theta\right)\right)\right)\right]}
$$

$$
\begin{aligned}
& =\frac{\mathbb{E}\left[\exp \left(\frac{4 r^{k} \cos \left(\frac{k \theta}{2}\right)}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right) R_{k} \cos \left(\tau_{k}\right)\right]}{\mathbb{E}\left[\exp \left(\frac{4 r^{k} \cos \left(\frac{k \theta}{2}\right)}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right)\right]} \cos \left(\frac{k \theta}{2}\right) \\
& =\frac{2 \cos ^{2}\left(\frac{k \theta}{2}\right) \frac{r^{k}}{\sqrt{k}}+O\left(k^{-1}\right)}{1+4 \cos ^{2}\left(\frac{k \theta}{2}\right) \frac{r^{2} k}{k}+O\left(k^{-3 / 2}\right)}=(1+\cos (k \theta)) \frac{r^{k}}{\sqrt{k}}+O\left(k^{-1}\right),
\end{aligned}
$$

and analogously, taking $\beta=2 \cos \left(\frac{k \theta}{2}\right), \alpha=\frac{k \theta}{2}$ in Lemma A. 2 (iv),

$$
\begin{aligned}
\mathbb{E}^{\mathbb{Q}^{(2)}}\left[R_{k}^{2} \cos ^{2}\left(\tau_{k}\right)\right] & =\frac{\mathbb{E}\left[\exp \left(\frac{4 r^{k} \cos \left(\frac{k \theta}{2}\right)}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right) R_{k}^{2} \cos ^{2}\left(\tau_{k}+\frac{k \theta}{2}\right)\right]}{\mathbb{E}\left[\exp \left(\frac{4 r^{k} \cos \left(\frac{k \theta}{2}\right)}{\sqrt{k}} R_{k} \cos \left(\tau_{k}\right)\right)\right]} \\
& =\frac{\frac{1}{2}+O\left(k^{-1 / 2}\right)}{1+4 \cos ^{2}\left(\frac{k \theta}{2}\right) \frac{r^{2 k}}{k}+O\left(k^{-3 / 2}\right)}=\frac{1}{2}+O\left(k^{-1 / 2}\right),
\end{aligned}
$$

and using Lemma A. 2 (iii), (iv),

$$
\begin{aligned}
\mathbb{E}^{\mathbb{Q}^{(2)}}\left[R_{k}^{2} \cos \left(\tau_{k}\right) \cos \left(\tau_{k}+k \theta\right)\right] & =\frac{\cos (k \theta)-1}{2} \mathbb{E}^{\mathbb{Q}^{(2)}}\left[R_{k}^{2}\right]+\mathbb{E}^{\mathbb{Q}^{(2)}}\left[R_{k}^{2} \cos ^{2}\left(\tau+\frac{k \theta}{2}\right)\right] \\
& =\frac{\cos (k \theta)}{2}+O\left(k^{-1 / 2}\right) .
\end{aligned}
$$

Finally,

$$
\mathbb{E}^{\mathbb{Q}^{(2)}}\left[\left|R_{k} \cos \left(\tau_{k}\right)\right|^{3}\right] \ll \frac{\mathbb{E}\left[\left|R_{k}\right|^{3}\right]+O\left(\frac{1}{\sqrt{k}}\right)}{1+4 \cos ^{2}\left(\frac{k \theta}{2}\right) \frac{r^{2 k}}{k}+O\left(k^{-3 / 2}\right)} \ll 1
$$

This completes the proof.
Recall (38) and (39). The discrepancy of the sums over $\mu_{k}$ and $\nu_{k}$ is small due to the fluctuation of the cosine function, as pointed out in the next lemma. We refer to [50, equation (12.7)] for a simple proof of this elementary estimate.
Lemma A.5. We have for any $m \in \mathbb{N}$ and $\theta \in[-\pi, \pi) \backslash\{0\}$ that

$$
\left|\sum_{e^{m-1} \leqslant k<e^{m}} \frac{r^{2 k} \cos (k \theta)}{k}\right| \ll \frac{1}{|\theta| e^{m}} .
$$

In particular, for any $\theta \in[-\pi, \pi) \backslash\{0\}$,

$$
\sum_{m \geqslant \log \frac{1}{|\theta|}}\left|\sum_{e^{m-1} \leqslant k<e^{m}}\left(\mu_{k}-\nu_{k}\right)\right| \ll 1 .
$$

Finally, we record the following estimate for the denominator of (36).
Lemma A.6. For any $\theta \in[-\pi, \pi) \backslash\{0\}, M \geqslant \log \left(10^{3} /|\theta|\right)$, and $e^{-1 / K} \leqslant r \leqslant e^{1 / K}$,

$$
\mathbb{E}\left[\exp \left(2 \sum_{m=M+1}^{\log K_{r}}\left(Z_{0}(m)+Z_{\theta}(m)\right)\right)\right] \asymp \frac{K_{r}^{2}}{e^{2 M}}
$$

Proof. Recall in the proof of Lemma A. 4 we computed

$$
\begin{aligned}
\mathbb{E}\left[\exp \left(\frac{2 r^{k} R_{k}}{\sqrt{k}}\left(\cos \left(\tau_{k}\right)+\cos \left(\tau_{k}+k \theta\right)\right)\right)\right] & =1+4 \cos ^{2}\left(\frac{k \theta}{2}\right) \frac{r^{2 k}}{k}+O\left(k^{-3 / 2}\right) \\
& =1+\frac{2 r^{k}}{k}+\frac{2 r^{k}}{k} \cos (k \theta)+O\left(k^{-3 / 2}\right)
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\mathbb{E}\left[\exp \left(2 \sum_{m=M+1}^{\log K_{r}}\left(Z_{0}(m)+Z_{\theta}(m)\right)\right)\right] & =\prod_{e^{M} \leqslant k<K_{r}}\left(1+\frac{2 r^{k}}{k}+\frac{2 r^{k}}{k} \cos (k \theta)+O\left(k^{-3 / 2}\right)\right) \\
& \asymp \exp \left(\sum_{e^{M} \leqslant k<K_{r}}\left(\frac{2 r^{k}}{k}+\frac{2 r^{k}}{k} \cos (k \theta)\right)\right) .
\end{aligned}
$$

By Lemmas A. 1 and A.5, the desired statement follows.

## B Deferred proofs from Section 5.2.3

Proof of Lemma 5.12. Suppose first that $\left|\tau_{1}\right| \leqslant N^{-1 / 2}$. Then

$$
\begin{equation*}
\left|\sum_{j:|j-m| \leqslant N^{9 / 10}} e^{i j \tau_{1}} \frac{\left|x_{1}\right|^{j-m}}{j!/ m!} r^{j}\right| \leqslant \sum_{j:|j-m| \leqslant N^{9 / 10}} \frac{\left|x_{1}\right|^{j-m}}{j!/ m!} r^{j} \ll \sum_{j:|j-m| \leqslant N^{9 / 10}} \frac{m^{j-m}}{j!/ m!} r^{m} . \tag{124}
\end{equation*}
$$

Using (113), the sum over $j \geqslant m$ can be bounded by

$$
\begin{equation*}
\sum_{j: 0 \leqslant j-m \leqslant N^{9 / 10}} \frac{m^{j-m}}{j!/ m!} \ll \sum_{j^{\prime}=0}^{N^{9 / 10}} e^{j^{\prime}}\left(\frac{m}{m+j^{\prime}}\right)^{m+j^{\prime}} \leqslant \sum_{j^{\prime}=0}^{N^{9 / 10}} \exp \left(-\frac{\left(j^{\prime}\right)^{2}}{m}\right) \ll \sqrt{N} . \tag{125}
\end{equation*}
$$

The other sum over $j<m$ can be bounded similarly, leading to

$$
\left|\sum_{j:|j-m| \leqslant N^{9 / 10}} e^{i j \tau_{1}} \frac{\left|x_{1}\right|^{j-m}}{j!/ m!} r^{j}\right| \ll \sqrt{N} r^{m} \ll \frac{r^{m}}{\left|\tau_{1}\right|}
$$

in the case $\left|\tau_{1}\right| \leqslant N^{-1 / 2}$.
Now suppose that $\left|\tau_{1}\right| \geqslant N^{-1 / 2}$. A consequence of (124) and (125) is that

$$
\left|\sum_{j:|j-m| \leqslant N^{9 / 10}} e^{i j \tau_{1}} \frac{\left|x_{1}\right|{ }^{j-m}}{j!/ m!} r^{j}\right| \ll\left|\sum_{j:|j-m| \leqslant \sqrt{N}} e^{i j \tau_{1}} \frac{\left|x_{1}\right|^{j-m}}{j!/ m!}\right| r^{m}+r^{m} .
$$

On the other hand, summation by parts yields (without loss of generality, assume $\sqrt{N} \in \mathbb{Z}$ )

$$
\sum_{j: 0 \leqslant j-m \leqslant \sqrt{N}} e^{i j \tau_{1}} \frac{\left|x_{1}\right|^{j-m}}{j!/ m!}=\frac{\left|x_{1}\right|^{\sqrt{N}}}{(\sqrt{N}+m)!/ m!} \sum_{j=0}^{\sqrt{N}} e^{i j \tau_{1}}-\sum_{k=1}^{\sqrt{N}}\left(\sum_{j=0}^{k-1} e^{i j \tau_{1}}\right)\left(\frac{\left|x_{1}\right|^{k}}{(k+m)!/ m!}-\frac{\left|x_{1}\right|^{k-1}}{(k-1+m)!/ m!}\right) .
$$

Applying triangle inequality then leads to

$$
\left.\left|\sum_{j: 0 \leqslant j-m \leqslant \sqrt{N}} e^{i j \tau_{1}}\right| \frac{\left|x_{1}\right|^{j-m}}{j!/ m!}\left|\leqslant \frac{\left|x_{1}\right|^{\sqrt{N}}}{\left|\tau_{1}\right|(\sqrt{N}+m)!/ m!}+\frac{1}{\left|\tau_{1}\right|} \sum_{k=1}^{\sqrt{N}}\right| \frac{\left|x_{1}\right|^{k}}{(k+m)!/ m!}-\frac{\left|x_{1}\right|^{k-1}}{(k-1+m)!/ m!} \right\rvert\, \ll \frac{1}{\left|\tau_{1}\right|} \ll \sqrt{N}
$$

The other sum over $j:-\sqrt{N} \leqslant j-m<0$ is similar. This finishes the proof.
Proof of Lemma 5.13. The main idea is that, under our assumptions, $e^{i j \tau} \approx e^{i m \tau},\left|x_{1}\right| \approx m$, and $r^{j} \approx r^{m}$ for $|j-m| \leqslant \sqrt{C_{4} N}$, and the sum over $j$ with $|j-m| \geqslant \sqrt{C_{4} N}$ is negligible. Let us make these approximations precise. First, for $N$ large enough,

$$
\left|\sum_{\sqrt{C_{4} N} \leqslant|j-m| \leqslant N^{9 / 10}} e^{i j \tau_{1}} \frac{\left.\left|x_{1}\right|\right|^{j-m}}{j!/ m!} r^{j}\right| \leqslant \sum_{\sqrt{C_{4} N} \leqslant|j-m| \leqslant N^{9 / 10}} \frac{\left|x_{1}\right|^{j-m}}{j!/ m!} r^{j} \leqslant L r^{m} \sum_{\sqrt{C_{4} N} \leqslant|j-m| \leqslant N^{9 / 10}} \frac{m^{j-m}}{j!/ m!},
$$

since $|\log r|=O(1 / N)$. Applying the same argument in (125) leads to

$$
\sum_{\sqrt{C_{4} N} \leqslant|j-m| \leqslant N^{9 / 10}} \frac{m^{j-m}}{j!/ m!} \ll \sum_{j=\sqrt{C_{4} N}}^{N^{9 / 10}} \exp \left(-\frac{j^{2}}{m}\right) \ll e^{-3 C_{4}} .
$$

It follows that

$$
\begin{equation*}
\left|\sum_{\sqrt{C_{4} N} \leqslant|j-m| \leqslant N^{9 / 10}} e^{i j \tau_{1}} \frac{\left|x_{1}\right| j-m}{j!/ m!} r^{j}\right| \leqslant L r^{m} e^{-3 C_{4}} \tag{126}
\end{equation*}
$$

Second, for $N$ large enough,

$$
\sum_{m-\sqrt{C_{4} N}<j<m+\sqrt{C_{4} N}} \frac{\left|x_{1}\right|^{j-m}}{j!/ m!} r^{j}\left|e^{i j \tau}-e^{i m \tau}\right| \ll r^{m} \sum_{j=1}^{\sqrt{C_{4} N}} \exp \left(-\frac{j^{2}}{m}\right) C_{4}^{-1 / 2} \ll r^{m} \sqrt{N} C_{4}^{-1 / 2}
$$

By the triangle inequality,

$$
\left|\sum_{m-\sqrt{C_{4} N<j<m+\sqrt{C_{4} N}}} e^{i j \tau} \frac{\left|x_{1}\right|^{j-m}}{j!/ m!} r^{j}-\sum_{m-\sqrt{C_{4} N}<j<m+\sqrt{C_{4} N}} e^{i m \tau} \frac{\left|x_{1}\right|^{j-m}}{j!/ m!} r^{j}\right| \leqslant L r^{m} \sqrt{N} C_{4}^{-1 / 2} .
$$

In addition,

$$
\begin{equation*}
\left|\sum_{m-\sqrt{C_{4} N<j<m+\sqrt{C_{4} N}}} e^{i m \tau} \frac{\left|x_{1}\right|^{j-m}}{j!/ m!} r^{j}\right|=\sum_{m-\sqrt{C_{4} N<j<m+\sqrt{C_{4} N}}} \frac{\left|x_{1}\right|^{j-m}}{j!/ m!} r^{j} \geqslant \frac{1}{L} r^{m} \sqrt{N} . \tag{127}
\end{equation*}
$$

Combining (126)-(127) and applying the triangle inequality, we conclude that

$$
\left|\sum_{j:|j-m| \leqslant N^{9 / 10}} e^{i j \tau} \frac{\left.\left|x_{1}\right|\right|^{j-m}}{j!/ m!} r^{j}\right| \geqslant \frac{1}{L} r^{m} \sqrt{N}-L r^{m} e^{-3 C_{4}}-L r^{m} \sqrt{N} C_{4}^{-1 / 2}
$$

The claim then follows by picking $C_{4}$ large enough.
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[^1]:    ${ }^{1}$ A BRW process with $d$ offsprings, $L$ generations, and standard Gaussian increments is a Gaussian process on a $d$-ary tree of depth $L$, assigning i.i.d. standard Gaussian variables to each edge of the tree. The value assigned to each leaf is then the sum of independent Gaussian variables along the shortest path from the root to that leaf.

[^2]:    ${ }^{2}$ Strictly speaking, Proposition 3.3 does not rely on $\gamma>2 q$. Assuming only $\gamma>0$, the same conclusion holds if $M_{*}$ is large enough in terms of $\gamma$.

[^3]:    ${ }^{3}$ The proof of the lower bound does not strictly rely on the $(q-L T)$ condition, but the bound may not be tight for the other cases.

[^4]:    ${ }^{4}$ The proof therein is stated for Rademacher random variables, but the same arguments work for sub-exponential random variables, using a standard concentration bound (e.g., Lemma 8.2.1 of [51]).

