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Abstract

We introduce a new class of stochastic processes called fractional Wiener–Weierstraß bridges.
They arise by applying the convolution from the construction of the classical, fractal Weier-
straß functions to an underlying fractional Brownian bridge. By analyzing the p-th variation
of the fractional Wiener–Weierstraß bridge along the sequence of b-adic partitions, we identify
two regimes in which the processes exhibit distinct sample path properties. We also analyze
the critical case between those two regimes for Wiener–Weierstraß bridges that are based on a
standard Brownian bridge. We furthermore prove that fractional Wiener–Weierstraß bridges are
never semimartingales, and we show that their covariance functions are typically fractal func-
tions. Some of our results are extended to Weierstraß bridges based on bridges derived from a
general continuous Gaussian martingale.

Keywords: Fractional Wiener–Weierstraß bridge, p-th variation, roughness exponent, Gladyshev the-
orem, non-semimartingale process, Gaussian process with fractal covariance structure
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1 Introduction

For α ∈ (0, 1), b ∈ N, and a continuous function φ : [0, 1]→ R with φ(0) = φ(1), consider

f(t) :=
∞∑
n=0

αnφ({bnt}), 0 ≤ t ≤ 1, (1)

where {x} denotes the fractional part of x ≥ 0. If φ is a convex combination of trigonometric
functions such as sin(2πt) or cos(2πt), we get Weierstraß’ celebrated example [37] of a function that
is continuous but nowhere differentiable provided that αb is sufficiently large. If φ is the tent map,
i.e., φ(t) = t ∧ (1 − t), then we obtain the class of Takagi–van der Waerden functions [35, 36].
Also the case of a general Lipschitz continuous function φ has been studied extensively; see, e.g., the
survey [3] and the references therein. Typical questions that have been investigated include smoothness
versus nondifferentiability [16], local and global moduli of continuity [5], Hausdorff dimension of the
graphs [22, 29], extrema [17], and p-th and Φ-variation [32, 14], to mention only a few. An intriguing
connection between Weierstraß’ function and fractional Brownian motion is discussed in [28], where it
is shown that a randomized version of Weierstraß’ function converges to fractional Brownian motion.
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In this paper, our goal is to study random functions that arise when φ is replaced by the sample
paths of a stochastic process B = (B(t))0≤t≤1 with identical values at t = 0 and t = 1. This leads to
a new class of stochastic processes X of the form

X(t) :=
∞∑
n=0

αnB({bnt}), 0 ≤ t ≤ 1,

that we call Weierstraß bridges. In this paper, we mainly focus on Weierstraß bridges that are based
on (fractional) Brownian bridges B. They are called (fractional) Wiener–Weierstraß bridges.

Our first results study the p-th variation of the fractional Wiener–Weierstraß bridge X along the
sequence of b-adic partitions. Letting H denote the Hurst parameter of B and K := 1 ∧ (− logb α),
we show that the p-th variation of X is infinite for p < 1/(H ∧K) and zero for p > 1/(H ∧K). The
behavior of the p-th variation for p = 1/(H ∧K) depends on whether H < K, H = K, or H > K.
Theorem 2.3 identifies this p-th variation for H 6= K. The critical case H = K is more subtle and
analyzed in Theorem 2.4 for the case H = 1/2 = K. It contains a Gladyshev-type theorem for the
rescaled quadratic variations of X, which implies that the quadratic variation itself is infinite.

We also show that the (fractional) Wiener–Weierstraß bridge is never a semimartingale and that
its covariance function often has a fractal structure, which sometimes is just as ‘rough’ as the sample
paths of the process itself. We also briefly discuss the case in which the underlying bridge B is derived
from a generic, continuous Gaussian martingale. All our main results are presented in Section 2. The
proofs are collected in Section 3.

Some of our proofs are based on an analysis of deterministic fractal functions f of the form (1),
for which φ is no longer Lipschitz-continuous but has Hölder regularity. These elementary results are
presented in Appendix A and are of possible independent interest.

2 Statement of main results

Let W = (W (t))t≥0 be a fractional Brownian motion with Hurst parameter H ∈ (0, 1), and choose a
deterministic function κ : [0, 1]→ [0, 1] that satisfies κ(0) = 0 and κ(1) = 1. The stochastic process

B(t) := W (t)− κ(t)W (1), t ∈ [0, 1], (2)

can then be regarded as a fractional Brownian bridge. If we take specifically

κ(t) :=
1

2
(1 + t2H − (1− t)2H), (3)

then the law of B is (at least informally) equal to the law of W conditioned on {W (1) = 0}, and
so B is a standard bridge; see [10]. However, the specific form of κ is not going to be needed in
the sequel. All we are going to require is that B is of the form B(t) = W (t) − κ(t)W (1) for some
function κ : [0, 1] → [0, 1] that satisfies κ(0) = 0 and κ(1) = 1 and that is Hölder continuous with
some exponent τ ∈ (H, 1]. Obviously, the function κ in (3) satisfies these requirements. Both B and
κ will be fixed in the sequel.

Definition 2.1. We denote by {x} the fractional part of x ≥ 0. For α ∈ (0, 1) and b ∈ {2, 3, . . . },
the stochastic process

X(t) :=
∞∑
n=0

αnB({bnt}), 0 ≤ t ≤ 1, (4)

is called the fractional Wiener–Weierstraß bridge with parameters α, b, and H.
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Our terminology stems from the fact that by replacing in (4) the fractional Brownian bridge with
a 1-periodic trigonometric function, X becomes a classical Weierstraß function. In addition, the
following remark gives a representation of X in terms of rescaled Weierstraß functions if H > 1/2.

Remark 2.2. Let us develop a sample path of B into a Fourier series, i.e.,

B(t) = ξ0 +
∞∑
k=1

(
ξk
(

cos(2πkt)− 1
)

+ ηk sin(2πkt)
)

=
∞∑
k=1

(
ξk
(

cos(2πkt)− 1
)

+ ηk sin(2πkt)
)
,

(5)

where we have used that B(1) = 0 in the second step and where the ξk and ηk are certain centered
normal random variables. If H > 1/2, then B is P-a.s. Hölder continuous for some exponent larger
than 1/2, and so a theorem by Bernstein (see, e.g., Section I.6.3 in [20]) yields that the Fourier
series (5) converges absolutely, and in turn uniformly (see, e.g., Corollary 2.3 in [33]). We therefore
may interchange summation in (4) and obtain for H > 1/2 the representation

X(t) =
∞∑
k=1

(
ξkf(kt) + ηkg(kt)

)
,

where

f(t) =
∞∑
n=0

αn
(

cos(2πbnt)− 1
)

and g(t) =
∞∑
n=0

αn sin(2πbnt) (6)

are classical Weierstraß functions.

The sample paths ofX have two competing sources of ‘roughness’. The first is due to the underlying
fractional Brownian bridge, whose roughness is usually measured by the Hurst parameter H. The
second source is the Weierstraß–type convolution, which generates fractal functions. In the context
of Remark 2.2, the latter source can also be represented through the roughness of the Weierstraß
functions f and g in (6). For fractional Brownian motion, the Hurst parameter, which is originally
defined via autocorrelation, also governs many sample path properties [25] and is thus an appropriate
measure of the roughness of trajectories. However, as pointed out in [12], the Hurst parameter
of a given stochastic processes may sometimes be completely unrelated to a geometric measure of
roughness such as the fractal dimension. As discussed in more detail in [13], a more robust approach
to measuring the roughness of a function f : [0, 1]→ R is based on the concept of the p-th variation
of f along a refining sequence of partitions. Based on the sequence of b-adic partitions, which will be
fixed throughout this paper, the p-th variation of f is defined as

〈f〉(p)t := lim
n↑∞

btbnc∑
k=0

∣∣f((k + 1)b−n)− f(kb−n)
∣∣p, t ∈ [0, 1], (7)

provided the limit exists for all t and where bxc denotes the largest integer less than or equal to x. This
concept of p-th variation is meaningful for several reasons. First, functions that admit a continuous
p-th variation can be used as integrators in pathwise Itô calculus even if they do not arise as typical
trajectories of a semimartingale; this fact was first discovered by Föllmer [9] for 1 ≤ p ≤ 2 and more
recently extended to all p ≥ 1 by Cont and Perkowski [4]. Second, the following implication holds for
t > 0,

if 0 < 〈f〉(p)t <∞, then 〈f〉(q)t =

{
∞ for q < p,

0 for q > p;
(8)
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see the final step in the proof of Theorem 2.1 in [26]. Thus, if p is such that (8) holds, then K := 1/p is
a natural measure for the roughness of f . It is called the roughness exponent in [13]. For our fractional

Brownian bridge, we have P-a.s. that 〈B〉(1/H)
t = t · E[|W (1)|1/H ] (this follows from combining [25,

Section 1.18] with [32, Lemma 2.4]), and so its roughness exponent is almost surely equal to the Hurst
parameter H. For Weierstraß functions of the form (6), it is a consequence of Theorem 2.1 in [32]
that their roughness exponent is given by

K = 1 ∧
(
− logb α

)
.

When analyzing the roughness of the trajectories of the fractional Wiener–Weierstraß bridge, we
can expect competition between the Hurst exponent H of the underlying fractional Brownian bridge
and the roughness exponent K resulting from the Weierstraß–type convolution. Indeed, our first
result, Theorem 2.3, confirms in particular that the roughness exponent of the sample paths of X is
given by H ∧K, provided that H 6= K. It shows moreover that for p = 1/(H ∧K), the p-th variation
of X has distinct features in each of the two regimes H < K (Hurst exponent wins the competition)
and H > K (Weierstraß–type convolution wins the competition). For H < K, the trajectories of
X have deterministic p-th variation that we can compute explicitly. For H > K, however, the p-th
variation of X appears to be no longer deterministic. The critical case H = K is is more delicate and
will be discussed subsequently.

Theorem 2.3. Let X be a fractional Wiener–Weierstraß bridge with parameters α, b, and H, and
suppose that H 6= K = 1 ∧ (− logb α). Then P-almost every sample path of X admits the roughness
exponent H ∧K. More precisely:

(a) For H > K, there exists a finite and strictly positive random variable V such that P-a.s. for all
t ∈ [0, 1],

〈X〉(1/K)
t = V · t. (9)

(b) For H < K, we have P-a.s. for all t ∈ [0, 1],

〈X〉(1/H)
t =

(
21/(2H)Γ

(
H+1
2H

)
√
π(1− α2b2H)1/(2H)

)
· t. (10)

The factor 1√
π
21/(2H)Γ(H+1

2H
) appearing in (10) is equal to E[|Z|1/H ], where Z is a standard normal

random variable. It can be viewed as the contribution of B to 〈X〉(1/H). The term (1−α2b2H)1/(2H), on
the other hand, results from the Weierstraß–type convolution in the construction of X. The random
variable V in (9) has a complicated structure. As we are going to see in Remark 3.2, V can be
represented as mixture of the (1/K)th powers of the absolute values of certain Wiener integrals with
integrator W . The histograms in Figure 1 provide an illustration of the empirical distribution of V
for two sets of parameter values.

Note that the increment process of the fractional Wiener–Weierstraß bridge is highly nonstationary.
Therefore, classical results on the variation of Gaussian processes with stationary increments [23, 24]
are not applicable.

Now we turn to the critical case H = K, which we discuss for H = 1/2. In this case, the pattern
observed in Theorem 2.3 breaks down and the quadratic variation of X is infinite, even though the
roughness exponent of X is still equal to 1/2.
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Figure 1: Illustration of Theorem 2.3 (a) by means of histograms of the (1/K)th variation
∑bn

k=0 |X((k+

1)b−n)−X(kb−n)
∣∣1/K for 5000 sample paths of the fractional Wiener–Weierstraß bridge with n = 16,

b = 2, and parameters H = 0.7 and K = 0.5 (left) versus H = 0.5 and K = 0.2 (right).

Theorem 2.4. Let X be a Wiener–Weierstraß bridge with parameters α, b, and H, and suppose that
H = 1/2 = K = 1 ∧ (− logb α). Then the roughness exponent of X is almost surely equal to H and,
P-a.s. for all t ∈ (0, 1],

lim
n↑∞

1

n

btbnc∑
k=0

(
X((k + 1)b−n)−X(kb−n)

)2
= t. (11)

In particular, the p-th variation of X is almost surely infinite for p ≤ 2 and zero for p > 2.

Since the quadratic variation of the the Wiener–Weierstraß bridge with H = 1/2 = K is infinite,
it cannot be a semimartingale. The following theorem extends the latter observation to all parameter
choices.

Theorem 2.5. For any H ∈ (0, 1), α ∈ (0, 1), and b ∈ {2, 3, . . . }, the fractional Wiener–Weierstraß
bridge X is not a semimartingale.

Let us discuss another aspect of Theorem 2.4. The convergence of the rescaled quadratic variations
in (11) can be regarded as a Gladyshev-type theorem for the Wiener–Weierstraß bridge. As in the
original work by Gladyshev [11], for the derivation of such results it is commonly assumed that the
covariance function

c(s, t) = cov(X(s), X(t))

of the stochastic process X satisfies certain differentiability conditions; see also [21]. However, the
following result states that the covariance function of the fractional Wiener–Weierstraß bridge is often
itself a fractal function; see Figure 2 for an illustration. For the particular case H = 1/2 = K
investigated in Theorem 2.4, the following result implies in particular that t 7→ c(1/2, t) is a nowhere
differentiable Takagi–van der Waerden function. Thus, Theorem 2.4 might also be interesting as a
case study for Gladyshev-type theorems without smoothness assumptions.

Proposition 2.6. Suppose that B is the standard fractional Brownian bridge with κ given by (3)
and that K = − logb α < (2H) ∧ 1. Then, for all s ∈ (0, 1), the covariance function c(s, t) =
cov(X(s), X(t)) is such that t 7→ c(s, t) has finite, nonzero, and linear (1/K)th variation. Moreover,
if b is even, H = 1/2, and s = 1/2, then the function t 7→ 2c(1/2, t) is the Takagi–van der Waerden
function with parameters b and α, that is, the function in (1) for the tent map φ(t) = t ∧ (1− t).

A remarkable consequence of Theorem 2.3 and Proposition 2.6 is that for every K ∈ (0, 1) there is
a Gaussian process whose sample paths and covariance function both admit the roughness exponent
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Figure 2: Covariance functions of the Wiener–Weierstraß bridge for H = 1/2, α = 1/2, and b = 2
(left) and b = 3 (right).

K. On the other hand, there exists no centered Gaussian process whose sample paths have a strictly
lower roughness exponent than its covariance function. A precise statement of these facts is given in
the following corollary.

Corollary 2.7. Suppose that p > 1 and b ∈ {2, 3, . . . }.

(a) There exists a centered Gaussian process Y indexed by [0, 1] whose sample paths have P-a.s. finite,
nontrivial, and linear p-th variation and, for any s ∈ (0, 1), the covariance t 7→ c(s, t) :=
E[Y (s)Y (t)] has finite, nontrivial, and linear p-th variation.

(b) Suppose that Y is any centered Gaussian process indexed by [0, 1] whose sample paths have
P-a.s. finite (though not necessarily nonzero) p-th variation. Then, for every s ∈ [0, 1],

lim sup
n↑∞

bn−1∑
k=0

∣∣∣c(s, (k + 1)b−n
)
− c
(
s, kb−n

)∣∣∣p <∞. (12)

Remark 2.8. We will see in Proposition A.1 that the sample paths of the fractional Wiener–
Weierstraß bridge are P-a.s. Hölder continuous with exponent K for K < H. If K ≥ H, then
the trajectories are P-a.s. Hölder continuous with exponent γ for every γ < H.

Weierstraß bridges are not limited to fractional Brownian bridges. They can be defined and
studied for a large class of underlying bridges. In the sequel, we are going to illustrate this by the
Gaussian bridges arising from a continuous Gaussian martingale M = (M(t))t∈[0,1] with M(0) = 0
and var(M(1)) = E[(M(1))2] > 0. When letting

κ(t) :=
cov(M(t),M(1))

var(M(1))
,

the law of the Gaussian bridge

B(t) = M(t)− κ(t)M(1), 0 ≤ t ≤ 1,

is (at least informally) equal to the distribution of M conditional on {M(1) = 0} (by [10], this holds for
any continuous Gaussian process; (3) is an example). Since Gaussian martingales have deterministic
quadratic variation, κ can also be represented as follows,

κ(t) =
〈M〉t
〈M〉1

.
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Now we take α ∈ (0, 1) and b ∈ {2, 3, . . . } and let

X(t) :=
∞∑
n=0

αnB({bnt}), 0 ≤ t ≤ 1. (13)

The process X will be called the Gaussian Weierstraß bridge associated with B and with parameters
α and b.

Proposition 2.9. Suppose that 〈M〉t =
∫ t

0
ϕ(s) ds for a bounded measurable function ϕ : [0, 1] →

[0,∞) for which there exists a nonempty open interval I ⊂ [0, 1] such that ϕ > 0 on I. Suppose
moreover that K = − logb α < 1/2. Then the corresponding Gaussian Weierstraß bridge (13) has
finite, nonzero, and linear (1/K)-th variation along the b-adic partitions.

Outlook and some open questions. Let us conclude this section by pointing out some interesting
open questions and directions for future research that are beyond the scope of this paper.

1. Figure 1 suggests that the random variable V in part (a) of Theorem 2.3 is a nondegenerate random
variable with nonzero variance. Establishing this claim would provide a distinctive feature between
the two regimes H < K and H > K.

2. Theorem 2.4 analyzes only the case H = 1/2, and it would be interesting to obtain a similar result
for all H ∈ (0, 1). Based on the argument used to establish the convergence of expectation in
Section 3.3, we expect that the following convergence holds for arbitrary H ∈ (0, 1) and P-a.s. for
all t ∈ [0, 1],

lim
n↑∞

1

n1/(2H)

btbnc∑
k=0

∣∣X((k + 1)b−n)−X(kb−n)
∣∣1/H =

21/(2H)Γ(H+1
2H

)
√
π

· t.

3. Theorem 2.3 shows that the sample paths of X have finite, nonzero, and linear (H ∧ K)−1-th
variation if H 6= K. Theorem 2.4, on the other hand, shows that this relation breaks down in the
critical case H = K. A similar phenomenon appears already in the deterministic case (1) with
Lipschitz continuous φ. In this case, H = 1 and we pick α = 1/2 and b = 2 in (1), so that also
K = 1. Yet, the corresponding function (1) is typically not of bounded variation and, in the case
where φ is the tent map, has been used as a classical example of a nowhere differentiable function
[35]. It was shown in [14] that Weierstraß and Takagi–van der Waerden functions with critical
roughness possess finite, nonzero, and linear Φ-variation for the function Φ(x) = x(− log x)−1/2,
where Φ-variation is understood in the Wiener–Young sense and taken along the b-adic partitions.
We expect that a similar effect is in play for fractional Wiener–Weierstraß bridges and conjecture
that for H = K and Φ(x) = x1/H(− log x)−1/(2H), P-a.s. for all t ∈ [0, 1],

lim
n↑∞

btbnc∑
k=0

Φ
(∣∣X((k + 1)b−n)−X(kb−n)

∣∣) =
21/(2H)Γ

(
H+1
2H

)
√
π(− logα)1/(2H)

· t.

3 Proofs

Let X denote the fractional Wiener–Weierstraß bridge with parameters α, b, and H and recall that the
underlying fractional Brownian bridge is of the form B(t) = W (t)−κ(t)W (1) for a fractional Brownian
motion W with Hurst parameter H and a function κ : [0, 1] → [0, 1] that is Hölder continuous with
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exponent τ ∈ (H, 1] and satisfies κ(0) = 0 and κ(1) = 1. Moreover, the parameters K and p are
defined as

K = 1 ∧ (− logb α) and p =
1

(K ∧H)
.

Let us first discuss the p-th variation of a general function f of the form (1). In (7), this p-th
variation is defined as the limit of the terms

Vn :=
bn−1∑
k=0

∣∣f((k + 1)b−n)− f(kb−n)
∣∣p =

bn−1∑
k=0

∣∣∣∣ n−1∑
m=0

αm
(
φ({(k + 1)bm−n})− φ({kbm−n})

)∣∣∣∣p
= αnp

bn−1∑
k=0

∣∣∣∣ n∑
m=1

α−m
(
φ({(k + 1)b−m})− φ({kb−m})

)∣∣∣∣p, (14)

where we have used the assumption φ(0) = φ(1) in the second step. Following [32], we now let
(ΩR,FR,PR) be a probability space supporting an independent sequence U1, U2, . . . of random vari-
ables with a uniform distribution on {0, 1, . . . , b− 1} and define the stochastic process

Rm :=
m∑
i=1

Uib
i−1, m ∈ N. (15)

The importance of the random variables Rm and the need to have the random variables Rm de-
fined independently of our underlying Gaussian processes explain the subscript ‘R’ in our notation
(ΩR,FR,PR). Note that each Rm has a uniform distribution on {0, . . . , bm − 1}. Moreover, (15)
ensures that

{b−mRn} = b−mRm for m ≤ n. (16)

Following [32], we can now express the sum over k in (14) through an expectation over (Rm)1≤m≤n
and then use (16) to obtain

Vn = (αpb)nER
[∣∣∣∣ n∑

m=1

α−m(φ((Rm + 1)b−m)− φ(Rmb
−m))

∣∣∣∣p]. (17)

For notational clarity, the probability space on which the fractional Brownian motion W and its
corresponding bridge B are defined will henceforth be denoted by (ΩW ,FW ,PW ). The product space
of these two probability spaces will be denoted by (Ω,F ,P). That is, Ω = ΩW ×ΩR, F = FW ⊗FR,
and P = PW ⊗ PR.

3.1 Proof of Theorem 2.3 (a)

In this section, we will deploy Proposition A.2 in Appendix A to prove part (a) of Theorem 2.3.
Recall that this part addresses the situation in which K < H, which is equivalent to either αbH > 1
or αpb > 1.

Lemma 3.1. In the context of Theorem 2.3 (a), let (rm)m∈N be an arbitrary sequence of integers such
that rm ∈ {0, . . . , bm − 1}. Then the expectation

EW
[( ∞∑

m=1

α−m
(
B
(rm + 1

bm

)
−B

(rm
bm

)))2]
(18)

is finite and strictly positive.

8



Proof. For m,n ∈ N, let us define ∆mκ := κ( rm+1
bm

)− κ( rm
bm

) and

fn :=
n∑

m=1

α−m1
[ rm
bm

, rm+1
bm

]
(t)−

n∑
m=1

α−m∆mκ.

Using B(t) = W (t)− κ(t)W (1), we get

n∑
m=1

α−m
(
B
(rm + 1

bm

)
−B

(rm
bm

))
=

n∑
m=1

α−m
(
W
(rm + 1

bm

)
−W

(rm
bm

))
−

n∑
m=1

α−m∆mκW (1)

=

∫ 1

0

fn(t) dW (t), (19)

Here we have used the fact that the Wiener integral of the step function fn with respect to the
fractional Brownian motion W is given by the standard Riemann-type sum (see, e.g., p. 16 in [25]).

Since κ is Hölder continuous with an exponent strictly larger than H, our assumption αbH > 1
implies that the series

∑∞
m=1 α

−m|∆mκ| is finite. Moreover, for k, n ∈ N with k < n and p = 1/H,

‖fn − fk‖Lp[0,1] ≤
n∑

m=k+1

α−mb−mH +
n∑

m=k+1

α−m|∆mκ|, (20)

and the right-hand side can be made arbitrarily small by making k large. Therefore, the sequence
(fn) converges in Lp[0, 1] to

f :=
∞∑
m=1

α−m1
[ rm
bm

, rm+1
bm

]
−
∞∑
m=1

α−m∆mκ. (21)

We claim next that there exists a nonempty open interval on which f is nonzero. Indeed, we have

f(x) ≥ α−n −
∞∑
m=1

α−m|∆mκ| for x ∈
[rn
bn
,
rn + 1

bn

]
, (22)

and when n is sufficiently large, the right-hand side of the preceding inequality will be strictly positive.
Our next goal is to show that the Wiener integral

∫ 1

0
f(t) dW (t) exists and that

n∑
m=1

α−m
(
B
(rm + 1

bm

)
−B

(rm
bm

))
=

∫ 1

0

fn(t) dW (t) −→
∫ 1

0

f(t) dW (t) in L2. (23)

To this end, we will separately consider the cases H = 1/2, 1/2 < H < 1, and 0 < H < 1/2.
First we consider the case H = 1/2. In this case, W is a standard Brownian motion, and so (19),

(21), and the standard Itô isometry yield our claim. In particular,

EW
[( ∞∑

m=1

α−m
(
B
(rm + 1

bm

)
−B

(rm
bm

)))2]
= EW

[(∫ 1

0

f(t) dW (t)

)2]
= ‖f‖2

L2[0,1], (24)

where the right-hand side is finite and strictly positive.
Next, we consider the case 1/2 < H < 1. It follows from (21) in conjunction with Theorem 1.9.1 (ii)

and Equation (1.6.3) in [25] that
∫ 1

0
f(t) dW (t) exists and (23) holds. In particular, the first identity

in (24) holds also in our current case 1/2 < H < 1, and another application of Theorem 1.9.1 (ii)
in [25] yields that the expectation (18) is finite. To show that it is also strictly positive, we combine
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(23) and the fact that f ∈ Lp[0, 1] with Lemma 1.6.6, Theorem 1.9.1 (ii), and Equation (1.6.14) in [25]
so as to obtain a constant C > 0 such that

EW
[( ∞∑

m=1

α−m
(
B
(rm + 1

bm

)
−B

(rm
bm

)))2]
= C

∫ 1

0

∫ 1

0

f(u)f(v)|u− v|2H−2 du dv. (25)

Since H < 1, the function t 7→ t2H−2 is strictly convex and decreasing on (0,∞). The integral kernel
K(u, v) := |u−v|2H−2 is hence strictly positive definite; see Proposition 2 in [2]. Since we have already
seen that f(t) is nonzero on a nonempty open interval, the integral on the right-hand side of (25)
must hence be strictly positive.

Finally, we consider the case 0 < H < 1/2. Recall from Section 1.6 in [25] that there exists an
unbounded linear integral operator MH

− from L1[0, 1] to L2(R) such that

E
[(∫ 1

0

g(t) dW (t)

)2]
= ‖MH

− g‖2
L2(R) (26)

for all g in the domain of MH
− , which is denoted by L2

H [0, 1]. The specific form of MH
− will not be

needed here. All we will need is that there exists a universal constant CH > 0 such that∣∣M̂H
− g(x)

∣∣ = CH |ĝ(x)| · |x|
1
2
−H , x ∈ R,

where ĝ(x) =
∫
eixtg(t) dt denotes the Fourier transform of g; see Theorem 1.1.5 and (1.3.3) in [25].

By Parseval’s identity, we hence have

‖MH
− g‖2

L2(R) = C2
H

∫
|ĝ(x)|2 · |x|1−2H dx, g ∈ L2

H [0, 1]. (27)

Note that ∣∣ ̂1
[ rm
bm

, rm+1
bm

]
(x)
∣∣ =

∣∣∣eix(rm+1)/bm − eixrm/bm

x

∣∣∣ ≤ {b−m if |x| ≤ bm,

2/|x| otherwise.

Therefore, for n < N and c := ‖MH
− 1[0,1]

‖L2(R)/CH ,

1

CH

∥∥MH
− fN −MH

− fn
∥∥
L2(R)

≤ 1

CH

N∑
m=n+1

α−m
∥∥MH

− 1[ rm
bm

, rm+1
bm

]

∥∥
L2(R)

+ c
N∑

m=n+1

α−m|∆mκ|

≤
N∑

m=n+1

α−mb−m

√
2

∫ bm

0

x1−2H dx+
N∑

m=n+1

α−m

√
8

∫ ∞
bm

x−1−2H dx+ c

N∑
m=n+1

α−m|∆mκ|

=
1√

1−H

N∑
m=n+1

α−mb−mH +

√
4

H

N∑
m=n+1

α−mb−mH + c

N∑
m=n+1

α−m|∆mκ|.

Since αbH > 1, the latter expression is less than any given ε > 0 as soon as n is sufficiently large. By
Remark 1.6.3 in [25], the space L2

H [0, 1] is complete with respect to the norm ‖f‖L2
H [0,1] = ‖MH

− f‖L2(R)

if 0 < H < 1/2, and so we must have fn → f in L2
H [0, 1]. Thus, the Wiener integral of f exists and

we also have (23), which gives∫ 1

0

f(t) dW (t) =
∞∑
m=1

α−m
(
B
(rm + 1

bm

)
−B

(rm
bm

))
. (28)

By (26), the L2-norm of this Wiener integral is given by ‖MH
− f‖L2(R), and (27) yields that ‖MH

− f‖L2(R)

is finite and also strictly positive, since f is nonzero on a nonempty open interval.
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Proof of Theorem 2.3 (a). To apply Proposition A.2 in Appendix A, choose γ ∈ (K,H) so that αbγ >
1 and pick a version of B with γ-Hölder continuous sample paths. Lemma 3.1 yields that

0 < EW
[( ∞∑

m=1

α−m
(
B
(Rm + 1

bm

)
−B

(Rm

bm

)))2]
<∞ PR-a.s.

The argument of the expectation is normally distributed, and so

PW
( ∞∑
m=1

α−m
(
B
(Rm + 1

bm

)
−B

(Rm

bm

))
= 0

)
= 0 PR-a.s.

Hence we conclude that

P
( ∞∑
m=1

α−m
(
B
(Rm + 1

bm

)
−B

(Rm

bm

))
= 0

)
= 0.

Therefore, Proposition A.2 yields the result.

Remark 3.2. It follows from Proposition A.2 that the p-th variation of X is PW -a.s. given by

〈X〉(p)1 = ER
[∣∣∣∣ ∞∑

m=1

α−m
(
B
(Rm + 1

bm

)
−B

(Rm

bm

))∣∣∣∣p]. (29)

Furthermore, for each realization of the random variables (Rm), the identity (28) shows that the
expression

∞∑
m=1

α−m
(
B
(Rm + 1

bm

)
−B

(Rm

bm

))
is equal to a Wiener integral with respect to the fractional Brownian motion W . Thus, the right-hand
side of (29) can be regarded as a mixture of the p-th powers of certain Wiener integrals.

3.2 Proof of Theorem 2.3 (b)

In this section, we will prove part (b) of Theorem 2.3. Recall that this part addresses the situation in
which K > H, which is equivalent to either αbH < 1 or αpb < 1. Let us introduce the notation

Vn :=
bn−1∑
k=0

|X((k + 1)b−n)−X(kb−n)|p. (30)

Recall also the three probability spaces (ΩR,FR,PR), (ΩW ,FW ,PW ), and (Ω,F ,P) = (ΩW×ΩR,FW⊗
FR,PW ⊗PR) introduced above. Sections 3.2.1 and 3.2.2 are devoted to the proof of Theorem 2.3 (b)
when t = 1, and we extend the arguments for a general t ∈ [0, 1] in Section 3.2.3.

3.2.1 Convergence of the expectation

In this first part of the proof, we will prove that the expected p-th variation, EW [Vn], converges to
cH/(1− α2b2H)p/2, where

cH :=
21/(2H)Γ(H+1

2H
)

√
π

.

Here and later, we denote by 1A the indicator function of a set A.
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Lemma 3.3. The expected p-th variation is of the form

EW [Vn] = (αpb)nE
[∣∣∣∣ ∫ 1

0

fn(x) dW (x)

∣∣∣∣p],
where E[ · ] denotes the expectation with respect to P = PW ⊗ PR and fn(x) = gn(x)− hn for

gn(x) :=
n∑

m=1

α−m1[Rmb−m,(Rm+1)b−m](x) and hn :=
n∑

m=1

α−m(κ((Rm + 1)b−m)− κ(Rmb
−m)).

Proof. By (17) and (2),

E[Vn] = (αpb)nEW
[
ER
[∣∣∣∣ n∑

m=1

α−m
(
B((Rm + 1)b−m)−B(Rmb

−m)

)∣∣∣∣p]]
= (αpb)nER

[
EW
[∣∣∣∣ ∫ 1

0

fn(x) dW (x)

∣∣∣∣p]],
where we have used the fact that the Wiener integral of the step function fn is given by the standard
Riemann-type sum (see, e.g., p. 16 in [25]).

We will eventually prove that

E
[∣∣∣∣ ∫ 1

0

fn(x) dW (x)

∣∣∣∣p]
is of order (αpb)−n and the contribution from the time-independent constants hn are asymptotically
negligible. This argument will become valid after having shown that the contribution from the func-
tions gn gives the correct magnitude. This is our current focus. We start with the following elementary
lemma.

Lemma 3.4. For given γ ∈ (0, 1), C > 0, and 0 < a < β, suppose that we have constants Cn = (1 +
o(1))Cβn and random variables ηn for which E[|ηn|] = O(an). Then E[|Cn + ηn|γ] = (1 + o(1))Cγβnγ.

Proof. We have

E
[∣∣∣∣1 +

ηn
Cn

∣∣∣∣γ] =

∫ ∞
0

P
(∣∣∣∣1 +

ηn
Cn

∣∣∣∣γ > x

)
dx

=

∫ ∞
0

P
(
ηn
Cn

> x1/γ − 1

)
dx+

∫ ∞
0

P
(
ηn
Cn

< −x1/γ − 1

)
dx. (31)

We show that the first integral converges to one. First, we have for any ε > 0,

1 ≥
∫ 1

0

P
(
ηn
Cn

> x1/γ − 1

)
dx ≥

∫ 1−ε

0

P
(
|ηn| < (1− (1− ε)1/γ)Cn

)
dx −→ 1− ε.

To deal with the remaining part of the integral, we let L denote a constant for which E[|ηn|]/Cn ≤
Lan/βn. Then, by Markov’s inequality for y > 0,

P(|ηn| > yCn) ≤ E[|ηn|]
yCn

≤ L
an

yβn
.

Therefore,

0 ≤
∫ ∞

1

P
(
ηn
Cn

> x1/γ − 1

)
dx ≤ ε+ L

an

βn

∫ ∞
1+ε

1

x1/γ − 1
dx −→ ε.

The second integral in (31) converges to zero by a similar argument. This completes the proof.
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In the following, we will frequently deal with sums of covariances, for which the following easy
observation will be useful.

Lemma 3.5. Let m, k ∈ N,m > k. Let S = {0, 1, . . . , bm− 1} and fix j ∈ {1− bm, . . . , 0, . . . , bm− 1}.
Then #{i ∈ S : bm{ib−k} − i = j} ≤ 1.

Proof. Note that bm{ib−k} = (ibm−k) mod bm, where n mod bm is the remainder of n divided by bm.
Suppose i1, i2 ∈ S are such that (i1b

m−k) mod bm − i1 = (i2b
m−k) mod bm − i2. Then bm divides

(i1 − i2)(bm−k − 1) and bm divides (i1 − i2), implying i1 = i2.

From now on, L > 0 will denote a generic constant that may depend only on α, b,H, κ but not on
anything else (in particular, not on n,m, k). The value of L may change at each occurrence.

Proposition 3.6. For gn as in Lemma 3.3, we have

(αpb)nE
[∣∣∣∣ ∫ 1

0

gn(x) dW (x)

∣∣∣∣p] =
(1 + o(1))cH

(1− α2b2H)p/2
.

Proof. If Y is any centered Gaussian random variable, then E[|Y |p] = E[Y 2]p/2E[|Z|p], where Z is
standard normally distributed. Since, moreover, E[|Z|p] = cH , we have

E
[∣∣∣∣ ∫ 1

0

gn(x) dW (x)

∣∣∣∣p] = cHER
[(

EW
[(∫ 1

0

gn(x) dW (x)

)2])p/2]
. (32)

To deal with the FR-measurable random variable EW [(
∫ 1

0
gn(x) dW (x))2], we define

ξk,m := EW
[(
W ((Rk + 1)b−k)−W (Rkb

−k)
)(
W ((Rm + 1)b−m)−W (Rmb

−m)
)]
.

With this notation, the definition of gn gives

EW
[(∫ 1

0

gn(x) dW (x)

)2]
=

n∑
m=1

n∑
k=1

α−m−kξk,m. (33)

Note that the diagonal terms ξm,m are deterministic and given by b−2mH . Hence,

Cn :=
n∑

m=1

ξm,m =
n∑

m=1

α−2mb−2mH =
(α2b2H)−n − 1

1− α2b2H
= (1 + o(1))

(αbH)−2n

1− α2b2H
. (34)

When denoting the sum of all off-diagonal terms by

ηn := 2
∑

1≤k<m≤n

α−m−kξk,m,

we get that

E
[∣∣∣∣ ∫ 1

0

gn(x) dW (x)

∣∣∣∣p] = cHER
[∣∣Cn + ηn

∣∣p/2]. (35)

For dealing with the right-hand expectation, we need to distinguish between the cases H ≥ 1/2 and
H < 1/2.
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For H ≥ 1/2, the increments of fractional Brownian motion are nonnegatively correlated, so each
ξk,m is nonnegative, and so is ηn. To apply Lemma 3.4, we aim to bound E[ξn] = E[|ξn|] from above.
Due to the stationarity of increments of W , the random variable ξk,m depends only on Rkb

−k−Rmb
−m.

Note that since k < m, we have Rkb
−k = {Rmb

−k}. So using the fact that Rm is uniformly distributed
on {0, 1, . . . , bm − 1} and applying Lemma 3.5 and a telescoping argument yields

ER[ξk,m] = b−m
bm−1∑
i=0

EW
[
(W ({ib−k}+ b−k)−W ({ib−k}))(W ((i+ 1)b−m)−W (ib−m))

]
= b−m

bm−1∑
i=0

EW
[
W (b−k)(W ((i+ 1)b−m − {ib−k})−W (ib−m − {ib−k}))

]
≤ b−m

bm−1∑
j=−bm

EW
[
W (b−k)(W ((j + 1)b−m)−W (jb−m))

]
(36)

= b−mEW
[
W (b−k)(W (1)−W (−1))

]
= b−m((1 + b−k)2H − (1− b−k)2H)

≤ Lb−m−k,

where the last step follows from the mean-value theorem. Combining the above yields

ER[|ηn|] = ER[ηn] = 2
∑

1≤k<m≤n

α−m−kER[ξk,m] ≤ L
∑

1≤k<m≤n

α−m−kb−m−k = O(an), (37)

where a = (αb)−2 for αb < 1, and a is an arbitrary number in (1, (αbH)−2) for αb ≥ 1. Since
a < (α2b2H)−1 =: β, it follows from Lemma 3.4 with C = (1 − α2b2H)−1, and γ = p/2 that E[|Cn +
ηn|p/2] = (1 + o(1))Cp/2(αpb)−n. In view of (35), this completes the proof for 1/2 ≤ H < 1.

We now turn to the case 0 < H < 1/2, for which p/2 ≥ 1. We will prove below that for k < m,

‖ξm,k‖Lp/2(PR) ≤ L(b−m + b−4Hm). (38)

Then Minkowski’s inequality and 0 < H < 1/2 yields that

‖ηn‖Lp/2(PR) ≤ 2
∑

1≤k<m≤n

α−m−k‖ξk,m‖Lp/2(PR) ≤ L
∑

1≤k<m≤n

α−m−k(b−m + b−4Hm) = o((α2b2H)−n).

Thus, by (35) and another application of Minkowski’s inequality,

E
[∣∣∣∣ ∫ 1

0

gn(x) dW (x)

∣∣∣∣p]2/p

= c
2/p
H

(
Cn +O(‖ηn‖Lp/2(PR))

)
= c

2/p
H Cn + o((α2b2H)−n).

Multiplying the preceding identity with (αpb)2n/p = (α2b2H)n and using (34) will then yield the
assertion for 0 < H < 1/2.
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It remains to establish (38). By arguing as in (36), we write

ER
[
|ξm,k|p/2

]
≤ b−m

bm−1∑
j=−bm

∣∣EW [W (b−k)(W ((j + 1)b−m)−W (jb−m))
]∣∣p/2

= b−m
bm−1∑
j=−bm

∣∣∣∣∣(j + 1)b−m
∣∣2H +

∣∣jb−m − b−k∣∣2H − ∣∣jb−m∣∣2H − ∣∣(j + 1)b−m − b−k
∣∣2H∣∣∣p/2

≤ Lb−m
bm−1∑
j=−bm

(∣∣∣∣∣(j + 1)b−m
∣∣2H − ∣∣jb−m∣∣2H∣∣∣p/2 +

∣∣∣∣∣jb−m − b−k∣∣2H − ∣∣(j + 1)b−m − b−k
∣∣2H∣∣∣p/2)

≤ Lb−m
2bm−1∑
j=0

((
(j + 1)b−m

)2H −
(
jb−m

)2H
)p/2

≤ Lb−2m + Lb−m
2bm−1∑
j=2

((
(j + 1)b−m

)2H −
(
jb−m

)2H
)p/2

.

By the mean-value theorem, for j ≥ 1,(
(j + 1)b−m

)2H −
(
jb−m

)2H ≤ L
(
jb−m

)2H−1
b−m = Lj2H−1b−2mH .

Therefore, since p > 2,

b−m
2bm−1∑
j=2

((
(j + 1)b−m

)2H −
(
jb−m

)2H
)p/2
≤ Lb−2m

2bm−1∑
j=2

j1−p/2 ≤ Lb−pm/2.

Combining the above we obtain ‖ξm,k‖Lp/2(PR) ≤ L(b−2m + b−pm/2)2/p ≤ L(b−4Hm + b−m) and thus
(38).

Proposition 3.7. Proposition 3.6 holds with gn replaced by fn, i.e.,

(αpb)nE
[∣∣∣∣ ∫ 1

0

fn(x) dW (x)

∣∣∣∣p] =
(1 + o(1))cH

(1− α2b2H)p/2
.

Proof. Recall from Lemma 3.3 that fn = gn−hn where hn =
∑n

m=1 α
−m(κ((Rm+1)b−m)−κ(Rmb

−m)).
By (32), Minkowski’s inequality and the τ -Hölder continuity of κ,∥∥∥∥∫ 1

0

hn dW (x)

∥∥∥∥
Lp(P)

=
(
ER
[
|hn|p · EW [|W (1)|p]

])1/p

= c
1/p
H

∥∥∥∥∥
n∑

m=1

α−m(κ((Rm + 1)b−m)− κ(Rmb
−m))

∥∥∥∥∥
Lp(PR)

≤ c
1/p
H

n∑
m=1

α−m
∥∥(κ((Rm + 1)b−m)− κ(Rmb

−m))
∥∥
Lp(PR)

≤ L

n∑
m=1

α−mb−mτ = o((αbH)−n).

Thus the assertion follows by applying Minkowski’s inequality to ‖
∫
fn dW‖Lp(P) = ‖

∫
(gn−hn) dW‖Lp(P)

and using Proposition 3.6.
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3.2.2 A concentration bound

Having proved convergence of the expected p-th variation, we now turn to the second part of the
proof, which establishes a concentration inequality and thus PW -a.s. convergence. Recall the notation
Vn from (30). We also introduce the shorthand notation

t
(n)
i = ib−n, n ∈ N and i = 0, . . . , bn,

and we will simply write ti in place of t
(n)
i if the value of n is clear from the context. The following

lemma can be proved analogously as Lemma 10.2.2 in [24]; all one needs is to replace [24, Equation
(5.152)] with the Borell–TIS inequality in the form of Theorem 2.1.1 in [1].

Lemma 3.8. Let q > 1 with p−1 + q−1 = 1 and define

Mn :=

{
(µ1, . . . , µbn) ∈ Rbn :

bn∑
j=1

|µj|q ≤ 1

}
and

σ2
n := sup

(µk)∈Mn

bn∑
i=1

bn∑
j=1

µiµjE[(X(ti)−X(ti−1))(X(tj)−X(tj−1))]. (39)

Then

P
(
|V H
n − E[V H

n ]| > s
)
≤ 2e

− s2

2σ2n . (40)

The preceding lemma will be needed in the proof of the following proposition. In the sequel, λ
will denote a generic constant in (0, 1) that may depend only on α, b,H and that may differ from
occurrence to occurrence.

Proposition 3.9. Suppose that (40) holds and σn = O(λn) for some λ ∈ (0, 1). Then Vn converges
almost surely to

Cp :=
cH

(1− α2b2/p)p/2
=

cH
(1− α2b2H)1/(2H)

.

That is, Theorem 2.3 holds for t = 1.

Proof. Combining Proposition 3.7 and Lemma 3.3 yields limn E[Vn] = Cp. We also claim that the
sequence (Vn)n∈N is uniformly integrable. To see why, choose n0 ∈ N such that E[Vn] ≤ Cp + 1 and
σn ≤

√
2π for all n ≥ n0. Then, for n ≥ n0 and c > (Cp + 2)p,

E[Vn1{Vn>c}
] =

∫ ∞
c

P(Vn > r) dr = p

∫
c1/p−Cp−2

P(Vn > (Cp + 2 + s)p)(Cp + 2 + s)p−1 ds

≤ p

∫ ∞
c1/p−Cp−2

P
(
|V H
n − E[V H

n ]| > s+
σn√
2π

)
(Cp + 2 + s)p−1 ds

≤ 2p

∫ ∞
c1/p−Cp−2

e−s
2/4π(Cp + 2 + s)p−1 ds,

where we have used (40) in the final step. Clearly, the latter integral can be made arbitrarily small
by increasing c, which proves the claimed uniform integrability.
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Next, since E[V H
n ] ≤ E[Vn]H , the sequence (E[V H

n ])n∈N is bounded. Suppose there is a subsequence
(nk) such that E[V H

nk
] converges to the finite limit ` as k ↑ ∞. Then (40) with the choice sn = nσn

and the Borel–Cantelli lemma give V H
nk
→ ` P-a.s. and in turn Vnk → `p P-a.s. Due to the established

uniform integrability, the latter convergence also holds in L1, and we obtain `p = Cp. It follows that

` is the unique accumulation point of the sequence (E[V H
n ])n∈N and equal to C

1/p
p . Therefore, we can

replace the above subsequence (nk) by N, so that Vn → Cp P-a.s. as required.

In the remainder of this section we prove that σ2
n = O(λn) for some λ ∈ (0, 1). The first obvious

step is to plug (4) into (39). Fixing n ∈ N and using the shorthand notation

ρ
(m,k)
i,j := E[(B({bmti})−B({bmti−1}))(B({bktj})−B({bktj−1}))], (41)

this gives

σ2
n = sup

(µk)∈Mn

bn∑
i=1

bn∑
j=1

µiµj

n−1∑
m=0

n−1∑
k=0

αm+kρ
(m,k)
i,j = sup

(µk)∈Mn

n−1∑
m=0

n−1∑
k=0

αm+k

bn∑
i=1

bn∑
j=1

µiµjρ
(m,k)
i,j

≤ sup
(µi)∈Mn

sup
(νj)∈Mn

n−1∑
m=0

n−1∑
k=0

αm+k

bn∑
i=1

bn∑
j=1

µiνjρ
(m,k)
i,j . (42)

Lemma 3.10. Let 1/2 ≤ H < 1 and consider two disjoint intervals of lengths b−m, b−k in [0, 1] that
are apart by the distance δ. Then the covariance of the increments of W on these two intervals is
bounded by Lb−m−kδ2H−2.

Proof. We assume that m > k and the two intervals are denoted [u, v], [s, t] with 0 ≤ u < v =
u+ b−m < s < t = s+ b−k ≤ 1. The proofs for the other cases are analogous.

Since H ≥ 1/2, the function x 7→ x2H is convex and its derivative is bounded by L on [0, 1]. We
also record here the standard fact that

EW [(W (v)−W (u))(W (t)−W (s))] =
1

2
(|v − s|2H + |u− t|2H − |v − t|2H − |u− s|2H). (43)

Observe that δ = s − v < s − u < t − v < t − u. By the mean-value theorem, there are x1 ∈
(s− v, s− u), x2 ∈ (t− v, t− u) such that

EW [(W (v)−W (u))(W (t)−W (s))] = Lb−m(x2H−1
2 − x2H−1

1 )

≤ Lb−m(b−k + b−m)δ2H−2 ≤ Lb−k−mδ2H−2,

completing the proof.

For the case 0 < H < 1/2, the following lemma, in a similar sense as Lemma 3.10, gives estimates
of covariances of increments of W that are sufficiently apart.

Lemma 3.11. For 0 < H ≤ 1/2 there exists a constant L > 0 such that for all 1 ≤ i ≤ bn,

bn∑
j=1
|i−j|>2

∣∣∣EW [(W (ti)−W (ti−1))(W (tj)−W (tj−1))
]∣∣∣ ≤ Lb−2nH .
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Proof. By the symmetry and stationarity of the increments, it suffices to consider the case i = 1.
That is, it suffices to show that

Tn :=
bn∑
j=3

∣∣∣EW [W (t1)(W (tj)−W (tj−1))
]∣∣∣ ≤ Lb−2nH .

This obviously holds for H = 1/2. For 0 < H < 1/2, we use (43) and the mean-value theorem to get

Tn =
1

2

bn∑
j=3

b−2nH
(

2(j − 1)2H − j2H − (j − 2)2H
)
≤ Lb−2nH

bn∑
j=3

(j − 2)2H−2 ≤ Lb−2nH .

This concludes the proof.

For a function f : [0, 1]→ R and 0 ≤ s < t with (s, t) /∈ N0 × N, we introduce the notation

∆f(s, t) =


f(1)− f({s}) if t ∈ N,

f({t})− f(0) if s ∈ N0,

f({t})− f({s}) otherwise.

(44)

Then we have the relations

∆B(s, t) = B({t})−B({s}) and ∆W (s, t) = ∆B(s, t) + ∆κ(s, t)W (1). (45)

So ρ
(m,k)
i,j from (41) has the alternative expression

ρ
(m,k)
i,j = EW [∆B(bmti−1, b

mti) ·∆B(bktj−1, b
ktj)].

In the same way, we let

ρ̃
(m,k)
i,j := EW [∆W (bmti−1, b

mti) ·∆W (bktj−1, b
ktj)].

These quantities are well defined as long as i, j ≥ 1 and m, k < n, because then (bmti−1, b
mti) and

(bktj−1, b
ktj) do not belong to N0 × N.

Lemma 3.12. For H ∈ (0, 1), let h := (2H) ∧ 1. Then the following inequalities hold.

(a) For k = 0, . . . , n− 1,∣∣ρ(0,k)
i,j − ρ̃

(0,k)
i,j

∣∣ ≤ L
(
b(k−2n)τ + b−nτ+(k−n)h + b(k−n)τ−nh). (46)

(b) As n ↑ ∞, we have for some λ ∈ (0, 1) independent of n,

n−1∑
k=0

αk sup
(µi)∈Mn

sup
(νj)∈Mn

bn∑
i=1

bn∑
j=1

|µi||νj|
∣∣ρ(0,k)
i,j − ρ̃

(0,k)
i,j

∣∣ = O(λn). (47)

Proof. (a) We get from (45) that |ρ(0,k)
i,j − ρ̃

(0,k)
i,j | ≤ I + J , where

I := |(κ(ti)− κ(ti−1))∆κ(bktj−1, b
ktj)|,

J :=
∣∣(κ(ti)− κ(ti−1))EW [W (1)∆W (bktj−1, b

ktj)]
∣∣+
∣∣∆κ(bktj−1, b

ktj)EW [W (1)(W (ti)−W (ti−1))]
∣∣.
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The definition (44) and the τ -Hölder continuity of κ imply that |∆κ(bktj−1, b
ktj)| ≤ Lb(k−n)τ and in

turn I ≤ Lb(k−2n)τ . To deal with J , note that the covariance (43) is Hölder continuous with exponent
h in each of its arguments. This gives J ≤ L(b−nτ+(k−n)h + b(k−n)τ−nh) and proves (a).

To prove part (b), we note first that for (µi) ∈Mn, due to Hölder’s inequality,

bn∑
i=1

|µi| ≤
( bn∑

i=1

|µi|q
)1/q( bn∑

i=1

1

)1/p

≤ bnH . (48)

For the purpose of this proof, let us denote the expression on the left-hand side of (47) by Sn and the
right-hand side of (46) by Kn,k. Then (48) and part (a) yield that

Sn ≤ L

n−1∑
k=0

αk
(

sup
(µi)∈Mn

bn∑
i=1

|µi|
)2

Kn,k ≤ Lb2nH

n−1∑
k=0

αk
(
b(k−2n)τ + b−nτ+(k−n)h + b(k−n)τ−nh

)
.

By evaluating the geometric sum and using τ ∧ h > H, we conclude that Sn = O(λn) for some
λ ∈ (0, 1).

The following basic estimate is a consequence of the above lemmas, and serves as the base case
for an induction proof.

Lemma 3.13. There exist λ ∈ (0, 1) and L > 0, depending only on b, H, and τ , such that for all n,

sup
(µi)∈Mn

sup
(νj)∈Mn

bn∑
i=1

bn∑
j=1

|µi||νj|
∣∣ρ(0,0)
i,j

∣∣ ≤ Lλn. (49)

Proof. By considering the case k = 0 in Lemma 3.12 (a) and using the triangle inequality, it suffices

to prove Equation (49) for ρ̃
(0,0)
i,j in place of ρ

(0,0)
i,j . Indeed, from (46) and (48),

sup
(µi)∈Mn

sup
(νj)∈Mn

bn∑
i=1

bn∑
j=1

|µi||νj|
∣∣ρ(0,0)
i,j − ρ̃

(0,0)
i,j

∣∣ ≤ Lb2nH(b−2nτ + b−n(τ+H)) = Lb−n(τ−H).

Note also that ρ̃
(0,0)
i,j only involves standard increments of W , i.e.,

ρ̃
(0,0)
i,j = EW [(W (ti)−W (ti−1))(W (tj)−W (tj−1))].

Consider first the case H≥1/2. We bound each factor µi, νj by ±1 and use Cauchy–Schwarz to
obtain bounds on the near-diagonal terms:

sup
(µi)∈Mn

sup
(νj)∈Mn

∑
1≤i,j≤bn
|i−j|≤2

|µi||νj|
∣∣ρ(0,0)
i,j

∣∣ ≤ ∑
1≤i,j≤bn
|i−j|≤2

|ρ̃(0,0)
i,j |

≤ Lbn
(
EW [(W (ti)−W (ti−1))2] · EW [(W (tj)−W (tj−1))2]

)1/2

≤ Lbnb−2nH .
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By repeated use of Hölder’s inequality, we estimate the remaining terms as follows,

Sn := sup
(µi)∈Mn

sup
(νj)∈Mn

bn∑
i=1

|µi|
∑

1≤j≤bn
|i−j|>2

|νj||ρ̃(0,0)
i,j |

≤ sup
(µi)∈Mn

sup
(νj)∈Mn

( bn∑
i=1

|µi|q
)1/q( bn∑

i=1

( ∑
1≤j≤bn
|i−j|>2

|νj||ρ̃(0,0)
i,j |

)p)1/p

≤ sup
(µi)∈Mn

sup
(νj)∈Mn

( bn∑
i=1

(( ∑
1≤j≤bn
|i−j|>2

|νj|q
)1/q( ∑

1≤j≤bn
|i−j|>2

|ρ̃(0,0)
i,j |p

)1/p)p)1/p

≤
( bn∑

i=1

∑
1≤j≤bn
|i−j|>2

|ρ̃(0,0)
i,j |p

)1/p

.

For each fixed 1 ≤ i ≤ bn, we apply Lemma 3.10 with m = k = n to obtain∑
1≤j≤bn
|i−j|>2

|ρ̃(0,0)
i,j |p ≤ L

bn∑
`=2

(
b−2n(b−n`)(2H−2)

)p
.

Summation over i and recalling that p = 1/H yields

Sn ≤ L

( bn∑
i=1

bn∑
`=2

(
b−2n(b−n`)(2H−2)

)p)1/p

≤ L

(
b−n

bn∑
`=2

`2−2p

)H
≤ Lb2n(H−1).

Now we consider the case 0 < H<1/2. Then 1 < q ≤ 2 and Mn is contained in the unit ball, B1,

of Rbn . Using that |ρ̃(0,0)
i,j | ≤ b−2nH by the Cauchy–Schwarz inequality, the near-diagonal terms can be

bounded as follows,

sup
(µi)∈Mn

sup
(νj)∈Mn

∑
1≤i,j≤bn
|i−j|≤2

|µi||νj|
∣∣ρ̃(0,0)
i,j

∣∣ ≤ sup
(µi)∈Mn

sup
(νj)∈Mn

bn∑
i=1

∑
1≤j≤bn
|i−j|≤2

(|µi|2 + |νj|2)|ρ̃(0,0)
i,j |

≤ b−2nH sup
(µi)∈B1

(νj)∈B1

bn∑
i=1

∑
1≤j≤bn
|i−j|≤2

(|µi|2 + |νj|2)

≤ Lb−2nH .

To deal with the off-diagonal terms, we replace the covariance matrix {|ρ̃(0,0)
i,j |}1≤i,j≤bn with

R := {|ρ̃(0,0)
i,j |1|i−j|>2}1≤i,j≤bn .

By Lemma 3.11 and Lemma 10.2.1 in [24], we conclude that the operator norm of R satisfies ‖R‖ ≤
Lb−2nH . Thus

sup
(µi)∈Mn

sup
(νj)∈Mn

∑
1≤i,j≤bn
|i−j|>2

|µi||νj|
∣∣ρ̃(0,0)
i,j

∣∣ ≤ sup
(µi)∈B1

(νj)∈B1

bn∑
i=1

bn∑
j=1

|µi||νj|
∣∣ρ̃(0,0)
i,j

∣∣1|i−j|>2 = ‖R‖ ≤ Lb−2nH ,

as required.
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Now we prepare for the induction step. We start with the following lemma, which gives a key
reason for why it is convenient to work with ρ̃

(m,k)
i,j instead of ρ

(m,k)
i,j .

Lemma 3.14. Let H ∈ (0, 1), n ∈ N, and 0 ≤ u ≤ v ≤ 1 be fixed where ubn, vbn ∈ Z, then

bn+1∑
j=1

|µj||EW [(W (jb−n−1)−W ((j − 1)b−n−1))(W (v)−W (u))]|

≤
bn∑
i=1

(
max

(i−1)b<j≤ib
|µj|
)
|EW [(W (ib−n)−W ((i− 1)b−n))(W (v)−W (u))]|.

Proof. For each fixed i, the intervals ((i−1)b−n, ib−n) and (u, v) either have containment relationship or
are disjoint. Hence, for subintervals [s, t] ⊆ [(i−1)b−n, ib−n], the sign of the covariance of W (t)−W (s)
and W (v)−W (u) is independent of the choice of s and t. Indeed, it is well known that W (t)−W (s)
and W (v) −W (u) are always positively correlated if the intervals ((i − 1)b−n, ib−n) and (u, v) have
containment relationship; if they are disjoint, then W (t) − W (s) and W (v) − W (u) are positively
correlated if and only if H > 1/2, negatively correlated if and only if H < 1/2, and independent if
H = 1/2. Thus the claim follows by removing the absolute values and using a telescopic sum.

Lemma 3.15. Let L > 0 and λ ∈ (0, 1) be constants and (an)n∈N be a sequence of positive real
numbers satisfying a0 ≤ L and

an+1 ≤ Lλn + λan, n ∈ N0.

Then there are constants L1 > 0 and λ1 ∈ (0, 1) such that an ≤ L1λ
n
1 .

Proof. Dividing both sides by λn+1 we see that bn := an/λ
n satisfies bn+1 ≤ bn + L/λ. This gives

bn ≤ L+ nL/λ so that an ≤ Lnλn ≤ L1λ
n
1 .

The following is an induction argument using Lemma 3.13 as the base case. It states in particular
that the contribution from the terms with m = 0 in (42) is of the order O(λn).

Lemma 3.16. Let

Fn,k := sup
(νi)∈Mn

sup
(µi)∈Mn

bn∑
i=1

bn∑
j=1

|µiνj||ρ(0,k)
i,j | and Fn :=

n−1∑
k=0

αkFn,k. (50)

Then there exists λ ∈ (0, 1) such that Fn = O(λn) for all H ∈ (0, 1).

Proof. Let us define F̃n,k and F̃n as in (50), but with ρ
(0,k)
i,j replaced with ρ̃

(0,k)
i,j . By Lemma 3.12 (b)

and the triangle inequality, the assertion will follow if we can show that F̃n = O(λn). To this end, for
s ≥ 0, we write Mn,s := {(s1/qµi) : (µi) ∈Mn}. Let us define for r, s ≥ 0 the function

F̃n,k(r, s) := sup
(νi)∈Mn,r

sup
(µi)∈Mn,s

bn∑
i=1

bn∑
j=1

|µiνj||ρ̃(0,k)
i,j |.

Obviously we have F̃n,k(1, 1) = F̃n,k as well as the homogeneity property

F̃n,k(r, s) = (rs)1/qF̃n,k(1, 1). (51)
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For the induction step we will bound F̃n+1,k+1 from above by F̃n,k:

F̃n+1,k+1

= sup
(µi)∈Mn+1

sup
(νj)∈Mn+1

bn+1∑
i=1

bn+1∑
j=1

|µiνj|
∣∣E[(W (t

(n+1)
i )−W (t

(n+1)
i−1 ))∆W (bk+1t

(n+1)
j−1 , bk+1t

(n+1)
j )]

∣∣
= sup

(µi)∈Mn+1

sup
(νj)∈Mn+1

bn+1∑
i=1

b−1∑
v=0

bn∑
j=1

|µi||νj+vbn|
∣∣E[(W (t

(n+1)
i )−W (t

(n+1)
i−1 ))∆W (bkt

(n)
j−1, b

kt
(n)
j )]

∣∣
= sup

(µi)∈Mn+1

sup
(νj)∈Mn+1

b−1∑
v=0

bn∑
j=1

|νj+vbn|
bn+1∑
i=1

|µi|
∣∣E[(W (t

(n+1)
i )−W (t

(n+1)
i−1 ))∆W (bkt

(n)
j−1, b

kt
(n)
j )]

∣∣
≤ sup

(µi)∈Mn+1

sup
(νj)∈Mn+1

b−1∑
v=0

bn∑
j=1

|νj+vbn|
bn∑
i=1

max
(i−1)b<`≤ib

|µ`|
∣∣E[(W (t

(n)
i )−W (t

(n)
i−1))∆W (bkt

(n)
j−1, b

kt
(n)
j )]

∣∣
= sup

(µi)∈Mn+1

sup
(νj)∈Mn+1

b−1∑
v=0

bn∑
j=1

|νj+vbn|
bn∑
i=1

|µ̃i|
∣∣E[(W (t

(n)
i )−W (t

(n)
i−1))∆W (bkt

(n)
j−1, b

kt
(n)
j )]

∣∣,
where the second step follows from the simple relation {(j + vbn)b(k+1)−(n+1)} = {jbk−n}, the fourth

step follows from Lemma 3.14, and where we define µ̃i := max(i−1)b<`≤ib |µ`|. Then
∑bn+1

i=1 |µi|q ≤ 1

implies
∑bn

i=1 |µ̃i|q ≤ 1 so that (µ̃i) ∈ Mn. For s := (s0, . . . , sb−1) in the b-dimensional simplex
Sb = {(s0, . . . , sb−1) : si ≥ 0,

∑
i si ≤ 1}, we define

I(s) :=

{
(νj) ∈Mn+1 :

bn∑
j=1

|νj+vbn|q = sv for v = 0, . . . , b− 1

}
. (52)

Then

F̃n+1,k+1

≤ sup
s∈Sb

b−1∑
v=0

sup
(νj)∈I(s)

sup
(µi)∈Mn+1

bn∑
j=1

|νj+vbn|
bn∑
i=1

|µ̃i|
∣∣E[(W (t

(n)
i )−W (t

(n)
i−1))∆W (bkt

(n)
j−1, b

kt
(n)
j )]

∣∣
≤ sup

s∈Sb

b−1∑
v=0

sup
(νj)∈I(s)

sup
(µ̂i)∈Mn

bn∑
j=1

|νj+vbn|
bn∑
i=1

|µ̂i|
∣∣E[(W (t

(n)
i )−W (t

(n)
i−1))∆W (bkt

(n)
j−1, b

kt
(n)
j )]

∣∣
= sup

s∈Sb

b−1∑
v=0

F̃n,k(1, sv) = F̃n,k(1, 1) sup
s∈Sb

b−1∑
v=0

s1/q
v = bHF̃n,k,

where the last line follows from (51) and Hölder’s inequality:

b−1∑
v=0

s1/q
v ≤

( b−1∑
v=0

sv

)1/q

b1/p ≤ bH . (53)

Hence,

F̃n+1 =
n∑
k=0

αkF̃n+1,k(1, 1) ≤ F̃n+1,0(1, 1) + α
n−1∑
k=0

αkF̃n+1,k+1(1, 1)

≤ F̃n+1,0(1, 1) + αbH
n−1∑
k=0

αkF̃n,k(1, 1) = F̃n+1,0(1, 1) + αbHF̃n. (54)
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By Lemma 3.13, F̃n+1,0(1, 1) = O(λn), thus we conclude by Lemma 3.15 and αbH < 1 that F̃n+1 =
O(λn), completing the proof.

Now we turn to the second induction step. This time we use Lemma 3.16 as the base case:

Proposition 3.17. Let H ∈ (0, 1), then σ2
n = O(λn) for some λ ∈ (0, 1).

Proof. Similarly to the proof of Lemma 3.16, we define the function

Gn,m,k(r, s) := sup
(µi)∈Mn,r

sup
(νj)∈Mn,s

bn∑
i=1

bn∑
j=1

µiνjρ
(m,k)
i,j .

From (42), we get

σ2
n ≤

n−1∑
m=0

n−1∑
k=0

αm+kGn,m,k(1, 1) =: Gn.

So it suffices to show Gn = O(λn). As in the preceding proof, Gn,m,k satisfies the following homogeneity
property,

Gn,m,k(r, s) = (rs)1/qGn,m,k(1, 1). (55)

Let us also introduce the shorthand notation

∆2B(s, t, u, v) := ∆B(s, t)∆B(u, v).

Then, with Sb denoting again the b-dimensional standard simplex and I(s) as in (52),

Gn+1,m+1,k+1(1, 1)

= sup
(µi)∈Mn+1

sup
(νj)∈Mn+1

bn+1∑
i=1

bn+1∑
j=1

µiνjE[∆2B(bm+1t
(n+1)
i−1 , bm+1t

(n+1)
i , bk+1t

(n+1)
j−1 , bk+1t

(n+1)
j )]

= sup
(µi)∈Mn+1

sup
(νj)∈Mn+1

b−1∑
u=0

b−1∑
v=0

bn∑
i=1

bn∑
j=1

µi+ubnνj+vbnE[∆2B(bm+1t
(n+1)
i+ubn−1, b

m+1t
(n+1)
i+ubn , b

k+1t
(n+1)
j+vbn−1, b

k+1t
(n+1)
j+vbn)]

= sup
(µi)∈Mn+1

sup
(νj)∈Mn+1

b−1∑
u=0

b−1∑
v=0

bn∑
i=1

bn∑
j=1

µi+ubnνj+vbnE[∆2B(bmt
(n)
i−1, b

mt
(n)
i , bkt

(n)
j−1, b

kt
(n)
j )]

≤ sup
r∈Sb

sup
s∈Sb

b−1∑
u=0

b−1∑
v=0

sup
(µi)∈I(r)

sup
(νj)∈I(s)

bn∑
i=1

bn∑
j=1

µi+ubnνj+vbnρ
(m,k)
i,j .

If u, v ∈ [0, b− 1] ∩ Z are given and (µi) ∈ I(r) and (νj) ∈ I(s), then by definition

bn∑
i=1

bn∑
j=1

µi+ubnνj+vbnρ
(m,k)
i,j ≤ Gn,m,k(ru, sv).
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Thus, by the homogeneity property (55),

Gn+1,m+1,k+1(1, 1) ≤ sup
r∈Sb

sup
s∈Sb

b−1∑
u=0

b−1∑
v=0

Gn,m,k(ru, sv)

= sup
r∈Sb

sup
s∈Sb

b−1∑
u=0

b−1∑
v=0

(rusv)
1/qGn,m,k(1, 1)

= Gn,m,k(1, 1)

(
sup
s∈Sb

b−1∑
u=0

r1/q
u

)(
sup
s∈Sb

b−1∑
v=0

s1/q
v

)
= b2HGn,m,k(1, 1),

where the final step follows from (53). Next, observe that Gn,m,k = Gn,k,m so that

Gn+1 =
n∑

m=0

n∑
k=0

αm+kGn+1,m,k(1, 1)

=
∑

0≤m,k≤n
mk=0

αm+kGn+1,m,k(1, 1) + α2

n−1∑
m=0

n−1∑
k=0

αm+kGn+1,m+1,k+1(1, 1)

≤ L
n∑
k=0

αkGn+1,0,k(1, 1) + α2b2H

n−1∑
m=0

n−1∑
k=0

αm+kGn,m,k(1, 1)

= L
n∑
k=0

αkGn+1,0,k(1, 1) + α2b2HGn. (56)

By Lemma 3.16,
n∑
k=0

αkGn+1,0,k(1, 1) ≤
n∑
k=0

αkFn+1,k = Fn+1 ≤ Lλn.

Since α2b2H < 1, Lemma 3.15 now yields Gn ≤ Lλn.

Combining Proposition 3.17 and Proposition 3.9 proves Theorem 2.3 (b) in the case t = 1. In the
next subsection, we sketch a proof for the case 0 ≤ t < 1.

3.2.3 Linearity of the p-th variation

Now we sketch how the preceding arguments can be modified so as to obtain a proof of Theorem 2.3
(b) for all t ∈ [0, 1]. The details will be left to the reader. We consider M ∈ N, r ∈ N0, and an
interval I = [rb−M , (r+ 1)b−M ] ⊆ [0, 1]. The goal is to show that the p-th variation of X on I is equal

to 〈X〉(p)1 times the length of I. For given n ∈ N, the nth order approximation of the p-th variation of
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X on I is then

VI,n :=
bn−M−1∑
k=0

|X(rb−M + (k + 1)b−n)−X(rb−M + kb−n)|p

=
bn−M−1∑
k=0

∣∣∣∣ n−1∑
m=0

αm(B({rbm−M + (k + 1)bm−n})−B({rbm−M + kbm−n}))
∣∣∣∣p

=
bn−M−1∑
k=0

∣∣∣∣ n∑
m=1

αn−m(B({(rbn−M + (k + 1))b−m})−B({(rbn−M + k)b−m})
∣∣∣∣p

= b−M(αpb)nER
[∣∣∣∣ n∑

m=1

α−m(B({(Sn + 1)b−m})−B({Snb−m})
∣∣∣∣p],

where Sn is a random variable on (ΩR,FR,PR) with a uniform distribution on {rbn−M , rbn−M +
1, · · · , (r + 1)bn−M − 1}. Note that our random variables (Rm) were constructed in such a way that
Rmb

−m = {Rnb
−m}. So all we need is to replace in Sections 3.2.1 and 3.2.2 all terms of the form

Rmb
−m with {Snb−m} and verify that all arguments still go through. Indeed, the expectation EW [VI,n]

can be analyzed exactly as in Proposition 3.6 and Proposition 3.7, and one obtains

EW [VI,n] = b−M
(1 + o(1))cH

(1− α2b2H)p/2
.

Note that the factor b−M is just the length of I. For the concentration inequality, we simply restrict
the sequence (µk) to the indices {k : [tk−1, tk] ⊆ I}.

3.3 Proof of Theorem 2.4

For simplicity, we only consider the case t = 1. The extension to the case 0 < t < 1 can be obtained
in the same way as at the end of Section 3.2.

Next, we claim that we may assume without loss of generality that κ is equal to the standard
choice (3), which for H = 1/2 is simply given by κ(t) = t. To this end, let B(t) = W (t) − κ(t)W (1)
be the Brownian bridge with a generic function κ : [0, 1] → [0, 1] satisfying κ(0) = 0 and κ(1) = 1
and being Hölder continuous with exponent τ > 1/2. The corresponding Wiener–Weierstraß bridge

is denoted by X. For the moment, we denote by B̃(t) = W (t)− tW (1) the standard Brownian bridge

and let X̃ be the corresponding processes. Then X̃ = X + f ·W (1), where f(t) =
∑∞

n=0 α
nφ({bnt})

for φ(t) := t−κ(t). Since φ is Hölder continuous with exponent τ > 1/2 and α2b = 1, Proposition A.2

yields that f has a finite quadratic variation 〈f〉(2)
1 . Thus, the following lemma yields that (11) holds

for X if and only if it holds for X̃. The assertion for p > 2 is obtained in a similar way from Lemma
2.4 in [32]. Thus, we may assume in the sequel that κ(t) = t.

Lemma 3.18. For any function h ∈ C[0, 1] and n ∈ N, let us denote

Vn(h) :=
bn−1∑
k=0

(
h((k + 1)b−n)− h(kb−n)

)2
.

Now suppose that f, g ∈ C[0, 1] are functions for which lim supn Vn(f) <∞ and n−1Vn(g)→ c, where
c ≥ 0. Then n−1Vn(f + g)→ c.
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Proof. We have

1

n
Vn(f + g) =

1

n
Vn(f) +

1

n
Vn(g) +

2

n

bn−1∑
k=0

(
f((k + 1)b−n)− f(kb−n)

)(
g((k + 1)b−n)− g(kb−n)

)
.

The Cauchy–Schwarz inequality implies that the absolute value of the rightmost term is bounded by
2n−1Vn(f)1/2Vn(g)1/2, and this expression converges to zero by our assumptions.

To prove the assertion of Theorem 2.4, we need to show (11) and, in addition, that the p-th
variation of X vanishes for p > 2; that the p-th variation of X for p < 2 is infinite will then follow
from (11) by using the argument in the final step in the proof of Theorem 2.1 in [26]. As in the proof
of Theorem 2.3, we show first convergence of the expectation. Lemma 3.3 states that the expected
p-th variation is of the form

EW [Vn] = (αpb)nE
[∣∣∣∣ ∫ 1

0

fn(x) dW (x)

∣∣∣∣p],
where E[ · ] denotes the expectation with respect to P = PW ⊗ PR and fn(x) = gn(x)− hn for

gn(x) :=
n∑

m=1

α−m1[Rmb−m,(Rm+1)b−m](x) and hn :=
n∑

m=1

α−m((Rm + 1)b−m −Rmb
−m).

In our present case, we have α2b = 1 = αb1/2, and so the factor (αpb)n in front of the expectation
is equal to 1 for p = 2 and it decreases geometrically for p > 2. In the proof of Proposition 3.6,
Equations (32) and (33) are still valid. However, the diagonal terms (34) are simply equal to n and
so Cn from (34) must now be replaced with Cn = n. Equation (35) thus becomes

E
[∣∣∣∣ ∫ 1

0

gn(x) dW (x)

∣∣∣∣p] = cHER
[∣∣n+ ηn

∣∣p/2].
Note next that cH = 1 in our case H = 1/2. Moreover, Equation (37) remains valid, but only the
case αb > 1 = α2b can occur, so that E[|ηn|] = O(1). Using (35), one thus shows by using similar
arguments as in Lemma 3.4 that for p = 2,

1

n
E
[∣∣∣∣ ∫ 1

0

gn(x) dW (x)

∣∣∣∣2] =
1

n
ER
[∣∣n+ ηn

∣∣] −→ 1. (57)

For p > 2, on the other hand, there exists λ ∈ (0, 1) such that

(αpb)nE
[∣∣∣∣ ∫ 1

0

gn(x) dW (x)

∣∣∣∣p] = o(λn).

Finally, one shows just as in Proposition 3.7 that gn can be replaced with fn in (57). Altogether, this
yields that 1

n
E[Vn]→ 1 for p = 2 and E[Vn] = o(λn) for p > 2.

Having established the convergence of the expectation, we now turn toward the almost sure con-
vergence. For p > 2, we have E[Vn] ≤ Lλn for some L > 0 and λ ∈ (0, 1). We choose ν ∈ (λ, 1) and
apply Markov’s inequality to get

P(Vn ≥ νn) ≤ E[Vn]

νn
≤ L

(λ
ν

)n
.
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Hence, the Borel-Cantelli lemma yields Vn → 0 P-a.s.
For p = 2 we use again a concentration bound. However, the method used in the proof of

Theorem 2.3 does not work in the critical case. The main reason is that the inequality αbH < 1
no longer holds, so that we are not able to conclude from (54) and (56) that F̃n and Gn decay
geometrically. We therefore use a somewhat different approach here. First, we fix n and let again
ti := ib−n. Following the proof of Theorem 1 in [21], we fix n and let (Yi)i=0,...,bn−1 be an orthonormal
basis for the linear hull of {X(t1) −X(t0), . . . , X(tbn) −X(tbn−1)} in L2(ΩW ,FW ,PW ). Then we let
B = (bi,j)i,j=1,...,bn denote the matrix with entries bi,j = EW [(X(ti) − X(ti−1))Yj]. Then we define
A = (ai,j)i,j=1,...,bn for ai,j = EW [(X(ti) − X(ti−1))(X(tj) − X(tj−1))] and observe that A = BB>.
Finally, we define C := B>B. Since Vn = Y >CY , Hanson and Wright’s bound [15] yields that there
are constants L1, L2 > 0 such that for s > 0,

PW
(
|Vn − EW [Vn]| ≥ s

)
≤ 2 exp

(
−min

{
L1s

‖C‖
,

L2s
2

traceC2

})
,

where ‖C‖ is the spectral radius of C. Then one argues as in the proof of Theorem 1 in [21] that

traceC2 ≤ ‖C‖ · traceA = ‖C‖ · EW [Vn] and ‖C‖ ≤ inf
m∈N

(trace(Am))1/m.

Since we have seen above that 1
n
EW [Vn]→ 1, there is a constant L3 such that

PW
(
|Vn − EW [Vn]| ≥ s

)
≤ 2 exp

(
−

L3(s ∧ s2

n
)

infm∈N(trace(Am))1/m

)
.

We will show below that there is a constant L > 0 such that for sufficiently large n,

inf
m∈N

(trace(Am))1/m ≤ L. (58)

Hence, for those n,

PW
(∣∣∣ 1
n
Vn −

1

n
EW [Vn]

∣∣∣ ≥ n−1/4
)
≤ 2 exp

(
− L3

L

(
n3/4 ∧ n1/2

))
,

and so the Borel–Cantelli lemma yields that limn
1
n
Vn = limn

1
n
EW [Vn] = 1.

It remains to establish (58). We first need upper bounds for |a(n)
i,j |. Recalling the shorthand

notation (41), we have

bn∑
j=1

|ai,j| =
bn∑
j=1

∣∣∣∣ n−1∑
m=0

n−1∑
k=0

αm+kρ
(m,k)
i,j

∣∣∣∣ ≤ 2
∑

0≤k≤m≤n

αm+k

bn∑
j=1

∣∣ρ(m,k)
i,j

∣∣.
One checks that the intervals ({ti−1b

m}, {tibm}) and ({tj−1b
k}, {tjbk}) are either disjoint or have

containment relationship. Using our assumption κ(t) = t, we find that in the disjoint case,

∣∣ρ(m,k)
i,j

∣∣ =

∣∣∣∣E [(B({tibm})−B({ti−1b
m})
)(
B({tjbk})−B({tj−1b

k})
)]∣∣∣∣ ≤ bk+m−2n.

In the containment case we have∣∣ρ(m,k)
i,j

∣∣ =

∣∣∣∣E [(B({tibm})−B({ti−1b
m})
)(
B({tjbk})−B({tj−1b

k})
)]∣∣∣∣ ≤ 2bm∧k−n.

27



When fixing i, k,m and letting j vary in {0, 1, . . . , bn − 1}, bm choices of j will give containment and
bn − bm others give disjointness. Thus, since α2b = 1,

bn∑
j=1

|ai,j| ≤ 2
∑

0≤k≤m≤n−1

αm+k
(
bm · 2bk−n + (bn − bm) · bk+m−2n

)
≤ 6b−n

∑
0≤k≤m≤n−1

(αb)m+k ≤ 6b−n
( n−1∑
m=0

(αb)m
)2

≤ L4

for some constant L4.
Set

Λ` :=
bn−1∑
k1=0

· · ·
bn−1∑
k`+1=0

|ak1,k2| · · · |ak`,k`+1
|.

We then have that

trace(Am) ≤ Λm =
bn−1∑
k1=0

· · ·
bn−1∑
km=0

|ak1,k2| · · · |akm−1,km|
bn−1∑

km+1=0

|akm,km+1| ≤ Λm−1L4.

By induction,

trace(Am) ≤ Lm−1
4 Λ1 = Lm−1

4

bn−1∑
k1=0

bn−1∑
k2=0

|ak1,k2| ≤ Lm4 b
n.

We conclude that

inf
m∈N

(trace(Am))1/m ≤ inf
m∈N

L4b
n/m = L4.

This proves (58).

3.4 Proof of Theorem 2.5

We note first that, if X were a semimartingale, its sample paths would admit a continuous and finite
quadratic variation. By Theorem 2.3, we thus need only consider the case H∧K = 1/2. In the sequel,
we are going to distinguish the cases H = K, K < H, and H < K.

Proof of Theorem 2.5 for H = K. The assertion follows immediately from (11), because a continuous
semimartingale cannot have infinite quadratic variation.

Now we turn to the case K < H. It needs the following preparation. Let S be a partition of
[0, 1]. That is, there is n ∈ N and 0 = s0 < s1 < · · · < sn = 1 such that S = {s0, . . . , sn}. By
|S| = maxi |si − si−1| we denote the mesh of S. For functions f ∈ C[0, 1] and Ψ : [0,∞)→ [0,∞), we
define

vΨ(f, S) :=
n∑
i=1

Ψ
(
|f(si)− f(si−1)|

)
and

vΨ(f) := lim
δ↓0

(
sup

{
vΨ(f, S) : S partition with |S| ≤ δ

})
.

As a matter of fact, it is clearly sufficient if Ψ is only defined on an interval [0, x0), provided that the
mesh |S| is sufficiently small.
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Lemma 3.19. Consider the function

Ψ(0) := 0 and Ψ(x) :=
x2

2 log log 1
x

, 0 < x < 1/e,

and let f, g ∈ C[0, 1].

(a) If f is of bounded variation, then vΨ(f) = 0.

(b) If f is Hölder continuous with exponent 1/2, then vΨ(f) = 0.

(c) If vΨ(g) = 0, then vΨ(f + g) = vΨ(f).

Proof. (a) Let S = {s0, . . . , sn} be a partition with |S| sufficiently small. Then

0 ≤ vΨ(f, S) ≤
(

max
j

|f(sj)− f(sj−1)|
2 log log |f(sj)− f(sj−1)|−1

) n∑
i=1

|f(si)− f(si−1)|.

As |S| → 0, the sum on the right converges to the total variation of f , and hence to a finite number.
The maximum, on the other hand, tends to zero as |S| → 0 (here we use the conventions 1/0 = ∞,
log 0 = −∞, and log∞ =∞).

(b) Let c > 0 be such that |f(t)− f(s)| ≤ c|t− s|1/2. Then, for S = {s0, . . . , sm},

0 ≤ vΨ(f, S) ≤
(

max
j

1

2 log log |f(sj)− f(sj−1)|−1

) n∑
i=1

c|si − si−1|.

Clearly, the value of the telescopic sum is c, while the maximum tends to zero as as |S| → 0.
(c) One checks that Ψ is increasing and strictly convex. Now we let x0 := 1/(2e) and define

Ψ0 as that function which is equal to Ψ on [0, x0] and, for x > x0, equal to Ψ(x0)(x/x0)a for a =
2 + 1/((1 + log 2) log(1 + log 2)). Then there exists δ > 0 such that vΨ0(h,S) = vΨ(h,S) holds for all
functions h ∈ {f, g, f + g} and partitions S with |S| < δ. Next, one checks that log

(
Ψδ(e

x)
)

is strictly
increasing and convex. Thus, we may apply Mulholland’s extension of Minkowski’s inequality [27]. In
our context, it implies that

Ψ−1
0

(
vΨ0(f, S)

)
−Ψ−1

0

(
vΨ0(g,S)

)
≤ Ψ−1

0

(
vΨ0(f + g,S)

)
≤ Ψ−1

0

(
vΨ0(f, S)

)
+ Ψ−1

0

(
vΨ0(g,S)

)
. (59)

Taking a sequence of partitions (Sn)n∈N with |Sn| → 0 and vΨ0(f + g,Sn)→ vΨ0(f + g), applying the
right-hand side of (59), and passing to the limit as n ↑ ∞ thus yields that

Ψ−1
0

(
vΨ0(f + g)

)
≤ lim inf

n↑∞

(
Ψ−1

0

(
vΨ0(f, Sn)

)
+ Ψ−1

0

(
vΨ0(g,Sn)

))
≤ Ψ−1

0

(
vΨ0(f)

)
.

In the same manner, we get vΨ0(f + g) ≥ vΨ0(f) by taking a sequence of partitions (Sn)n∈N with
|Sn| → 0 and vΨ0(f, Sn)→ vΨ0(f) and applying the left-hand side of (59).

Proof of Theorem 2.5 for K < H. We only need to consider the case in which X admits a finite and
nontrivial quadratic variation, which by Theorem 2.3 and our assumption K < H is tantamount to
1/2 = H ∧K = K. We assume by way of contradiction that X can be decomposed as X = M + A,
where M is a continuous local martingale with M0 = 0 and A is a process whose sample paths are
of bounded variation on [0, 1]. By Theorem 2.3, 〈X〉t = 〈M〉t = V t for a random variable V > 0.
Since X is Gaussian, Stricker’s theorem [34] implies that M is Gaussian and thus has independent
increments. Hence, V must be equal to a constant c > 0. Therefore, B := c−1/2M is a Brownian
motion by Lévy’s theorem. In the formulation of Corollary 12.24 in [7], a theorem by Taylor states that
vΨ(B) = 1 P-a.s. Since vΨ(c−1/2A) = 0 P-a.s. by Lemma 3.19 (a), we must have that vΨ(c−1/2X) = 1
by Lemma 3.19 (c). However, the sample paths of X are Hölder continuous with exponent 1/2
according to Proposition A.1, which is a contradiction to Lemma 3.19 (b).
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Proof of Theorem 2.5 for H < K. In this case, we have H = 1/2. We let (Ft)t≥0 denote the natural
filtration of X and Λn

j = X(jb−n)−X((j− 1)b−n). Our goal is to prove that there is a constant λ > 0
such that for all sufficiently large n,

Sn :=
bn−1∑
j=0

E
[
E[Λn

j+1|Ftj ]
2
]
≥ λ.

This will imply that X is not a quasi-Dirichlet process in the sense of [31, Definition 3] and hence
not a semimartingale (see the proof of [31, Proposition 6] for details). To this end, note first that by
Jensen’s inequality for conditional expectations and for j ≥ (b− 1)bn−1,

E
[
E[Λn

j+1|Ftj ]
2
]
≥ E

[
E[Λn

j+1|Λn
j+1−bn−1 ]2

]
.

Next, since (Λn
j+1,Λ

n
j+1−bn−1) is a centered Gaussian vector, the conditional expectation on the right-

hand side is given as follows,

E[Λn
j+1|Λn

j+1−bn−1 ] =
E[Λn

j+1Λn
j+1−bn−1 ]

E[(Λn
j+1−bn−1)2]

Λn
j+1−bn−1 .

We will show in Lemma 3.21 that E[Λn
j+1Λn

j+1−bn−1 ] ≥ λ1b
−n for some constant λ1 > 0. Moreover,

Lemma 3.20 will show that the denominator is bounded by L1b
−n for another constant L1. Hence,

Sn ≥
bn−1∑

j=(b−1)bn−1

E[Λn
j+1Λn

j+1−bn−1 ]2

E[(Λn
j+1−bn−1)2]

≥
bn−1∑

j=(b−1)bn−1

λ1b
−n

L1

,

which is bounded from below by λ := λ1/L1.

The following lemma shows in particular that the Wiener–Weierstraß bridge with H = 1/2 < K
is, at least locally, a quasi-helix in the sense of Kahane [18, 19]. Analogous estimates will be derived
in the more general case H ≤ K in an upcoming work, but H = 1/2 < K is all we need here.

Lemma 3.20. Let X be the Wiener–Weierstraß bridge with H = 1/2 < K.

(a) There exists a constant L > 0 such that for all s, t ∈ [0, 1],

E[(X(t)−X(s))2] ≤ L|t− s|.

(b) For each λ ∈ (0, 1) there exists ε > 0 such that for s, t ∈ [0, 1] with |t− s| < ε,

E[(X(t)−X(s))2] ≥ λ|t− s|.

Proof. (a) There is a constant L0 such that E[|B({bnt}) − B({bns})|2] ≤ L0b
n|t − s|, due to (2) and

the fact that κ is Hölder continuous with exponent κ > 1/2. Then one uses the definition (4) of the
Wiener–Weierstraß bridge and Minkowski’s inequality to obtain

E[(X(t)−X(s))2]1/2 ≤
∞∑
n=0

αnE[|B({bnt})−B({bns})|2]1/2 ≤
√
L0|t− s|

∞∑
n=0

(αb1/2)n.

Since, by assumption, α2b < 1, (a) follows.

30



(b) We let c be the Hölder constant of κ, i.e., |κ(r) − κ(u)| ≤ c|r − u|τ for all r, u ∈ [0, 1]. Then
we make the following definitions for M ∈ N.

K1(M) := (1 + 2 sup |κ|)
∞∑

m=M

αm, K2(M) :=


2cαM

αbτ−1
for αbτ > 1,

2cMb−τM for αbτ = 1,
2cb−τM

1−αbτ for αbτ < 1.

Then we choose L be such that K1(M) +K2(M) < 1−
√
λ for all M ≥ L and set ε := b−L. Then we

fix 0 ≤ s < t ≤ 1 with |s− t| ≤ ε. Let M := b− logb(t− s)c so that b−M−1 < t− s ≤ b−M and M ≥ L.
As in the proof of Proposition 2.9, we write

X(t)−X(s) =
∞∑
m=0

αm(W ({bmt})−W ({bms})− (κ({bmt})− κ({bms}))W (1)) =

∫ 1

0

g(x) dW (x)

as a Wiener integral, where

g(x) :=
∞∑
m=0

αm1[{bms},{bmt}](x)−
∞∑
m=0

αm(κ({bmt})− κ({bms})).

Here we use again the convention that for x < y, the indicator function 1
[y,x]

is defined as −1
[x,y]

.

Define

` := inf
{

1 ≤ k ≤M − 1 : {bks} > {bkt}
}
∧M.

We claim that for 0 ≤ k < `,

0 ≤ {bks} < {bkt} < 1 and {bkt} − {bks} = bkt− bks ≤ bk−M , (60)

and for ` ≤ k < M ,

0 ≤ {bkt} < {bks} < 1 and {bks} − {bkt} = 1− (bkt− bks) ≥ 1− bk−M . (61)

These assertions are obvious in case ` = M . For ` < M , we have 0 < b`t− b`s ≤ b`−M < 1. Together
with {b`s} > {b`t}, this implies {b`t} + (1 − {b`s}) ≤ b`−M . It follows that, for k ∈ [`,M), we have
{bkt} = bk−`{b`t} ≤ bk−`b`−M ≤ b−1 and 1− {bks} ≤ bk−`(1− {b`s}) ≤ b−1. Therefore, {bkt} < {bks},
i.e., the order of {bkt} and {bks} flips at most once for 0 ≤ k < M (namely when k = `) and after
they flip, one of them stay close to 0 and the other one close to 1. It is thus clear that their distance
before the flip must be bk(t− s), whereas after the flip it is 1− bk(t− s). This proves (60) and (61).

According to (61), we have for ` ≤ k < M that 1[{bms},{bmt}] = 1 − 1[0,{bmt}]∪[{bms},1]. Hence, we

may write g(x) =
∑3

i=1 gi(x) where

g1(x) :=
`−1∑
m=0

αm1[{bms},{bmt}](x) +
M−1∑
m=`

αm1[0,{bmt}]∪[{bms},1](x),

g2(x) := −
`−1∑
m=0

αm(κ({bmt})− κ({bms}))−
M−1∑
m=`

αm
(
1− (κ({bms})− κ({bmt}))

)
,

g3(x) :=
∞∑

m=M

αm1[{bms},{bmt}](x)−
∞∑

m=M

αm(κ({bmt})− κ({bms})).
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Note that g2(x) does not depend on x.
Clearly, g1 is bounded from below by the term corresponding to m = 0, i.e.,

g1 ≥ 1
[s,t]
. (62)

We also have g3(x) ≥ −K1(M) for all x ∈ [0, 1]. By (61), for ` ≤ k < M , {bks} − {bkt} ≥ 1− bk−M ,
so that by Hölder continuity of κ, for all x ∈ [0, 1],

g2(x) ≥ −
M−1∑
m=`

αm({bmt}τ + (1− {bms})τ )−
`−1∑
m=0

αm(bm(t− s))τ ≥ −2b−Mτ

M−1∑
m=0

(αbτ )m ≥ −K2(M).

Therefore, g(x) ≥ 1+g2(x)+g3(x) ≥ 1− (K1(M)+K2(M)) ≥
√
λ for x ∈ [s, t]. Now the Itô isometry

gives

E[(X(t)−X(s))2] = E
[(∫ 1

0

g(r) dW (r)

)2]
=

∫ 1

0

g2(r) dr ≥
∫ t

s

g2(r) dr ≥ λ|t− s|,

as required.

Lemma 3.21. For H = 1/2 < K there exist λ > 0 and M ∈ N such that for all n ≥ M and
bn−1 ≤ j < bn,

E
[(
X
(
(j + 1)b−n

)
−X

(
jb−n

))(
X
(
(j + 1)b−n − b−1

)
−X

(
jb−n − b−1

))]
≥ λb−n. (63)

Proof. For any t of the form t = ib−n we have

X(t) = B(t) +
n∑

m=1

αmB({tbm}) =: B(t) + X̃(t). (64)

Substituting all occurrences of X in (63) with (64) and factoring out the product yield four separate
terms, which we are going to analyze individually in the sequel. Recall that B(t) = W (t)−κ(t)W (1),
where κ is Hölder continuous with exponent τ > H = 1/2. We also use the shorthand notation
t4 := (j + 1)b−n, t3 := jb−n, t2 := (j + 1)b−n − b−1, and t1 := jb−n − b−1.

First, we analyze the term∣∣∣E[(B(t4)−B(t3)
)(
B(t2)−B(t1)

)]∣∣∣
=
∣∣∣(κ(t4)− κ(t3))(κ(t2)− κ(t1))− (κ(t4)− κ(t3))(t2 − t1)− (κ(t2)− κ(t1))(t4 − t3)

∣∣∣
≤ Lb−2τn = o(b−n).

Next, we analyze the mixed terms. To this end, note that for m ≥ 1 we have {t1bm} = {jbm−n −
bm−1} = {jbm−n} = {t3bm}. In the same way, we have {t2bm} = {t4bm}. Thus,

X̃(t2)− X̃(t1) = X̃(t4)− X̃(t3). (65)

Hence, the first mixed term is

E
[(
B(t4)−B(t3)

)(
X̃(t2)− X̃(t1))

)]
= E

[(
B(t4)−B(t3)

)(
X̃(t4)− X̃(t3))

)]
=

n∑
m=1

αmE
[(
B(t4)−B(t3)

)(
B({t4bm})−B({t3bm})

)]
=

n∑
m=1

αm
∫ 1

0

f(x)gm(x) dx,
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where

f = 1
[t3,t4]

−
(
κ(t4)− κ(t3)

)
=: f1 − C0, gm = 1

[{t3bm},{t4bm}]
−
(
κ({t4bm})− κ({t3bm})

)
,

where we use again the convention that 1
[b,a]

:= −1
[a,b]

if a < b.

Now we claim that gm can be written as gm(x) = 1
Im

(x) + Cm, where Im is a subset of [0, 1]

of total length bm−n and Cm is a constant with |Cm| ≤ L1b
(m−n)τ for another constant L1 > 0.

Indeed, if {t3bm} ≤ {t4bm}, we can take Im := [{t3bm}, {t4bm}], and Cm := −κ({t4bm}) + κ({t3bm}).
Then Cm satisfies |Cm| ≤ L1b

(m−n)τ due to the Hölder continuity of κ. If {t3bm} > {t4bm}, then
1

[{t3bm},{t4bm}]
= 1

Im
− 1 for Im := [0, {t4bm}] ∪ [{t3bm}, 1]. Hence, we can let

Cm := −κ({t4bm}) + κ({t3bm})− 1 = κ(0)− κ({t4bm}) + κ({t3bm})− κ(1).

Also in this case, |Cm| ≤ L1b
(m−n)τ by the Hölder continuity of κ.

It follows that ∫ 1

0

fgm dx =

∫
Im

f1 dx+ Cm

∫ 1

0

f1 dx− C0|Im| − C0Cm,

where |Im| denotes the total length of Im. Observe first that
∫
Im
f1 dx ≥ 0. Next, we have |Cm

∫ 1

0
f1 dx| ≤

L1b
(m−n)τ−n, |C0|Im|| ≤ cb−(τ+1)n, where c is the Hölder constant of κ, and |C0Cm| ≤ cL1b

(m−2n)τ .

Altogether, this gives
∫ 1

0
fgm dx ≥ −L2b

(m−2n)τ for some constant L2. We conclude that

n∑
m=1

∫ 1

0

fgm dx ≥ −L2

n∑
m=1

αmb(m−2n)τ .

Using that τ > 1/2 and α2b < 1 one checks that the right-hand side is of the order o(b−n). The second
mixed term is handled in the same manner.

Finally, we analyze the term

E
[(
X̃(t4)− X̃(t3)

)(
X̃(t2)− X̃(t1)

)]
= E

[(
X̃(t4)− X̃(t4)

)2
]
,

where we have used (65). To this end, we proceed as in the proof of Lemma 3.20 (b) with t := t4 =
(j + 1)b−n and s := t3 = jb−n. We retain the notation from that proof with the only difference that
we sum from m = 1 instead of m = 0. The estimates for g2 and g3 obtained in the final paragraph
of that proof remain true, but (62) is no longer valid, because it was obtained by looking at the case
m = 0. However, if ` > 1, then we estimate g1 ≥ α1

[{bs},{bt}] , and the length of the interval [{bs}, {bt}]
is equal to b1−n. If ` = 1, then there is an integer k such that jb1−n = bs < k ≤ bt = (j + 1)b1−n.
Hence, g1 ≥ α1

[0,{bt}]∪[{bs},1]
= α1

[{bs},1]
, and the length of the interval [{bs}, 1] is also equal to

b1−n. As in the proof of Lemma 3.20 (b) we now get that there is a constant λ > 0 such that

E[(X̃(t4)− X̃(t4))2] ≥ λb−n.
Putting everything together yields that (63) holds for all sufficiently large n.

3.5 Other proofs

Proof of Proposition 2.6. For fixed s ∈ (0, 1), let

φ(t) := c(s, t)− αc(s, {bt}), t ∈ [0, 1]. (66)
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Since c(s, t) is uniformly bounded, we obtain the representation

c(s, t) =
∞∑
m=0

αmφ({bmt}). (67)

Our goal is to apply Proposition A.2. To this end, we note first that φ satisfies φ(0) = 0 = φ(1).
Moreover, we get from (66) that

φ(t) =
∞∑
m=0

∞∑
n=0

αn+mE
[
B({bms})B({bnt})

]
−
∞∑
m=0

∞∑
n=0

αn+m+1E
[
B({bms})B({bn+1t})

]
=

∞∑
m=0

αmE
[
B({bms})B(t)

]
.

Since κ is given by (3), one checks that φ is Hölder continuous with exponent 2H > K. Therefore,
Proposition A.2 applies to the function t 7→ c(s, t) in (67) and we conclude that it has finite linear
(1/K)-th variation. Moreover, for each fixed u ∈ (0, 1), the function t 7→ E

[
B(u)B(t)

]
is nonnegative

and null only for t ∈ {0, 1}. Hence, condition (75) is satisfied and the (1/K)-th variation is nontrivial.

Proof of Corollary 2.7. Part (a) follows from Theorem 2.3 and Proposition 2.6 provided that H > K.
To prove (b), consider a centered Gaussian process (Yt)t∈[0,1] with covariance function c(s, t). We

denote by Tn := {kb−n : k = 0, . . . , bn}, n ∈ N, the b-adic partitions. For t ∈ Tn, we let t′ := inf{u ∈
Tn : u > t} ∧ 1 denote the successor of t in Tn. Hölder’s inequality gives∑

t∈Tn

|c(s, t′)− c(s, t)|p ≤
∑
t∈Tn

(
E[|Y (s)(Y (t′)− Y (t))|]

)p
≤
∑
t∈Tn

((
E[|Y (s)|q]

)1/q (E[|Y (t′)− Y (t)|p]
)1/p
)p

(68)

=
(
E[|Y (s)|q]

)p/q E[∑
t∈Tn

|Y (t′)− Y (t)|p
]
.

Suppose by way of contradiction that, for some s ∈ [0, 1], the expression on the left-hand side of (12)
is infinite. Then obviously P(Y (s) = 0) < 1 and by passing to the limit n ↑ ∞ in (68), we get

lim sup
n↑∞

E
[∑
t∈Tn

|Y (t′)− Y (t)|p
]

=∞. (69)

But since Y is a Gaussian process, an application of Fernique’s theorem (Theorem 1.3.2 in [8] or
Lemma 2.10 in [6]) applied to the seminorm

N(Y ) = sup
n∈N

(∑
t∈Tn

E[|Y (t′)− Y (t)|p]
)1/p

yields that the pathwise p-th variation of Y cannot be P-a.s. finite. This is a contradiction to (69).

Proof of Proposition 2.9. We may assume without loss of generality that 1 = 〈M〉1 =
∫ 1

0
ϕ(s) ds. As

in Lemma 3.1, let (rm)m∈N be an arbitrary sequence of integers such that rm ∈ {0, . . . , bm − 1} and
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assume in addition that the set { rm
bm

: m ∈ N} is dense in [0, 1]. Then

n∑
m=1

α−m
(
B
(rm + 1

bm

)
−B

(rm
bm

))
=

n∑
m=1

α−m
(
M
(rm + 1

bm

)
−M

(rm
bm

))
−

n∑
m=1

α−m
(∫ rm+1

bm

rm
bm

ϕ(s) ds

)
M(1).

(70)

Let L > 0 be such that 0 ≤ ϕ(t) ≤ L. Then,

C :=
∞∑
m=1

α−m
∫ rm+1

bm

rm
bm

ϕ(s) ds ≤
∞∑
m=1

α−mb−mL <∞.

So the function

f(t) :=
∞∑
m=1

α−m1
[ rm
bm

, rm+1
bm

]
(t)− C

is well-defined a.e. on [0, 1], and one checks as in (20) that f ∈ L2[0, 1]. It hence follows from (70)
that

∞∑
m=1

α−m
(
B
(rm + 1

bm

)
−B

(rm
bm

))
=

∫ 1

0

f(t) dM(t).

Thus, the second moment of the left-hand expression is finite and given by

E
[(∫ 1

0

f(t) dM(t)

)2]
=

∫ 1

0

(f(t))2 d〈M〉t ≥
∫
I

(f(t))2ϕ(t) dt, (71)

where I is the nonempty open interval on which ϕ > 0 by assumption. Since there are infinitely many
m ∈ N for which rm

bm
∈ I, we see as in (22) that the rightmost integral in (71) must be strictly positive.

Next, whenever γ < 1/2 is given, then the sample paths of M are P-a.s. Hölder continuous with
exponent γ, because M has the same law as W (〈M〉) for some standard Brownian motion W ; this
follows from the standard DDS time change argument (e.g., Theorem V.1.6 in [30]).

Our assertion now follows as in the proof of Theorem 2.3 (a), once we have checked that the
random variables Rm defined in (15) are such that {Rm

bm
: m ∈ N} is P-a.s. dense in [0, 1]. This will

follow from a standard Borel-Cantelli argument. Indeed, fix a nonempty open set J ⊆ [0, 1] and
choose a subinterval [kb−N , (k + 1)b−N) ⊆ J where k,N ∈ N0. Write kb−N =

∑N
i=1 kib

i−1−N where
ki ∈ {0, . . . , b− 1}. Then for every fixed m ≥ N , apart from null sets we have{

Rm

bm
∈ [kb−N , (k + 1)b−N)

}
=

N⋂
i=1

{Ui+m−N = ki}.

Therefore, the events {
R`N

b`N
∈ [kb−N , (k + 1)b−N)

}
, ` ∈ N,

are independent. Obviously, P(Ui+`N−N = ki, 1 ≤ i ≤ N) = b−N for each ` ∈ N, so the second
Borel-Cantelli lemma finishes the argument.
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A Fractal functions with Hölder continuous base

In this appendix, we collect some preliminary results needed in Theorem 2.3 (a) and Proposition 2.9.
In these results, the parameter K resulting from the Weierstraß-type convolution is smaller than the
Hurst parameter H of the underlying Gaussian bridge. It turns out that this particular case can be
analyzed to some degree by extending techniques that were developed for the study of deterministic
fractal functions of the form

f(t) =
∞∑
n=0

αnφ({bnt}), (72)

where α ∈ (0, 1), b ∈ {2, 3, . . . }, and φ : [0, 1] → R is a continuous function with φ(0) = φ(1). As
mentioned in the introduction and Section 2, the functions of this type include the Weierstraß and
Takagi–Landsberg functions, but in the existing literature, their study was mainly restricted to the
case in which φ is Lipschitz continuous; see, e.g., [3] and the references therein. In our application to
Gaussian Weierstraß bridges, φ will be a typical sample path of fractional Brownian bridge or a more
general Gaussian bridge, and so the Lipschitz condition does not apply. In this section, we therefore
discuss the case in which φ is Hölder continuous with exponent γ ∈ (0, 1]. In the application to the
proofs of Theorem 2.3 (a) and Proposition 2.9 we will actually have γ > K. Although the main
purpose of this section is to prepare for the proofs of our results on Gaussian Weierstraß bridges, we
believe that it could also be of independent interest to the study of deterministic functions f of the
form (72).

Proposition A.1. Suppose that φ is Hölder continuous with exponent γ ∈ (0, 1] and let K =
(− logb α) ∧ 1.

(a) If K 6= γ, then f is Hölder continuous with exponent K ∧ γ.

(b) If K = γ, then there exists a constant c > 0 such that w(t) := ctγ log t−1 is a (uniform) modulus
of continuity for f . In particular, f is Hölder continuous for every exponent β < γ.

Proof. Consider the periodic extension of φ to all of R, and denote this function again by φ. Using
the elementary inequality aγ + bγ ≤ 21−γ(a+ b)γ, which holds for a, b ≥ 0 and 0 < γ ≤ 1, one checks
that the periodic extension φ is also Hölder continuous with exponent γ on all of R. So let C be such
that |φ(x)− φ(y)| ≤ C|x− y|γ for all x, y ≥ 0. Throughout this proof, we also consider the periodic
extension of f and denote it again by f .

In case K > γ, we have αbγ < 1 and so, for t, s ∈ R,

|f(t)− f(s)| ≤
∞∑
n=0

αn|φ(bnt)− φ(bns)| ≤ C|t− s|γ
∞∑
n=0

(αbγ)n = L|t− s|γ

for a constant L. This proves that f is Hölder continuous with exponent γ.
For K ≤ γ, let s, t ∈ R be given. Due to the periodicity of f , we may assume without loss of

generality that |t− s| ≤ 1/2. We choose N ∈ N such that b−N < |t− s| ≤ b1−N . Then we have

|f(t)− f(s)| ≤
N−1∑
n=0

αn|φ(bnt)− φ(bns)|+
∞∑
n=N

αn|φ(bnt)− φ(bns)|

≤ C|t− s|γ
N−1∑
n=0

(αbγ)n + 2 sup
x∈[0,1]

|φ(x)| α
N

1− α
.

(73)
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If K < γ, we have αbγ > 1 and get from (73) that

|f(t)− f(s)| ≤ C|t− s|γ (αbγ)N − 1

αbγ − 1
+ 2 sup

x∈[0,1]

|φ(x)| α
N

1− α
≤
( Cbγ

αbγ − 1
+

2 sup |φ|
1− α

)
αN .

Since αN = b−KN ≤ |t− s|K , our proof of part (a) is complete.
In case (b), we have αbγ = 1 and get from (73) that

|f(t)− f(s)| < CN |t− s|γ +
2 sup |φ|

1− α
αN ≤ C

(
1 +

log |t− s|−1

log b

)
|t− s|γ +

2 sup |φ|
1− α

|t− s|γ,

and this is less than or equal to c|t− s|γ log |t− s|−1 for |t− s| ≤ 1/2.

The following result can be proved in the same way as Theorem 2.1 and Proposition 2.4 in [32],
where the key is the representation (17).

Proposition A.2. Suppose that φ is Hölder continuous with exponent γ ∈ (0, 1] and that b ∈
{2, 3, . . . } and α ∈ (0, 1) are such that αbγ > 1. Then

Z :=
∞∑
m=1

α−m
(
φ
(
(Rm + 1)b−m

)
− φ
(
Rmb

−m)) (74)

is a bounded random variable, and for p := − logα b,

〈f〉(p)t = lim
n↑∞

btbnc∑
k=0

∣∣f((k + 1)b−n)− f(kb−n)
∣∣p = t · ER[|Z|p], t ∈ [0, 1].

Moreover, ER[|Z|p] > 0 as soon as

{0} 6= {φ(b−k) : k ∈ N} ⊂ [0,∞). (75)

Remark A.3. By considering φ̃(t) := −φ(t) or φ̂(t) := φ(−t) or φ(t) := −φ(−t), one sees that (75)
can be replaced by several similar conditions. For instance, requiring (75) for φ is equivalent to the
condition {0} 6= {φ(1− b−k) : k ∈ N} ⊂ (−∞, 0].

Definition A.4. Let φ : [0, 1] → R be Hölder continuous with exponent γ ∈ (0, 1] and φ(0) = φ(1),
b ∈ {2, 3, . . . }, and αbγ > 1. The function φ is called a valid base function for b and α if the random
variable Z in (74) is not PR-a.s. null.

The following proposition shows that fractal functions of the form (1) are often themselves valid
base functions.

Proposition A.5. Suppose that φ : [0, 1] → R is Hölder continuous with exponent γ ∈ (0, 1] and a
valid base function for b ∈ {2, 3, . . . } and α ∈ (b−γ, 1). Then, if 0 < β < 1/bγ,

ψ(t) :=
∞∑
m=0

βmφ({bmt}) (76)

is a valid base function for b and α.
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Proof. First, it follows from Proposition A.1 (b) that ψ is Hölder continuous with exponent γ, and so
we may apply Proposition A.2. Let

Z :=
∞∑
m=1

α−m
(
ψ
(
(Rm + 1)b−m

)
− ψ

(
Rmb

−m)), (77)

where the Rm are as in (15). As in the proof of Proposition A.1, we extend φ to all of R by periodicity.
Then, for any x and ` ≤ m,

φ
(
x+Rmb

−`) = φ
(
x+

m∑
i=1

Uib
i−1−`

)
= φ

(
x+

∑̀
i=1

Uib
i−1−`

)
= φ

(
x+R`b

−`).
Using this fact and once again the periodicity of φ, we get

Z =
∞∑
m=1

α−m
∞∑
n=0

βn
(
φ
(
(Rm + 1)bn−m

)
− φ
(
Rmb

n−m))
=

∞∑
m=1

α−m
m−1∑
n=0

βn
(
φ
(
(Rm + 1)bn−m

)
− φ
(
Rmb

n−m))
=

∞∑
m=1

α−m
m∑
`=1

βm−`
(
φ
(
(R` + 1)b−`

)
− φ
(
R`b

−`))
=

1

1− β/α

∞∑
`=1

α−`
(
φ
(
(R` + 1)b−`

)
− φ
(
R`b

−`)). (78)

By assumption, the latter series is not PR-a.s. zero. This concludes the proof.

Remark A.6. In the context of Proposition A.5, let f(t) :=
∑∞

n=0 α
nψ({bnt}). Then Proposition A.2

states that 〈f〉(p)t = t · E[|Z|p] for p = − logα b and Z as in (77). By (78), Z can be represented as
follows in term of φ,

Z =
1

1− β/α

∞∑
m=1

α−m
(
φ
(
(Rm + 1)b−m

)
− φ
(
Rmb

−m)). (79)

Now consider the specific case in which φ(t) := t ∧ (1− t) is the tent map and 0 < β < 1/b < α < 1.
Then φ satisfies (75) and hence the conditions of Proposition A.5 hold. Moreover, ψ in (76) is a
Takagi–van der Waerden function. If in addition b is even and Z is as in (79), then the law of
b(1− β)Z is the infinite Bernoulli convolution with parameter 1/(αb). This follows from Proposition
3.2 (a) in [32].
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