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Abstract

We develop a martingale-based approach to constructing decision trees that efficiently approximate
a target variable through recursive conditioning. We introduce MinimaxSplit, a novel splitting criterion
that minimizes the worst-case variance at each step, and analyze its cyclic variant, proving an exponential
error decay rate under mild conditions. Our analysis builds upon partition-based martingale approxima-
tions, providing new insights into their convergence behavior. Unlike traditional variance-based methods,
MinimaxSplit avoids end-cut preference and performs well in noisy settings. We derive empirical risk
bounds and also explore its integration into random forests.

Keywords: martingale approximation; convergence rates; tree-based models; non-parametric regression

1 Introduction

Let d ⩾ 1 and (X, Y ) be a coupling (or a joint distribution) on Rd+1, where X ∈ Rd and Y ∈ R.
Throughout, vectors are denoted by bold symbols. We study the general problem of efficiently approximating
Y by conditioning on the value of X using finite partitions. If we adopt the L2 norm as the minimization
criterion, the problem can be formulated as

min
m∈M

E[(Y −m(X))2], (1)

whereM denotes some class of candidate functions defined on Rd. In this paper, we focus on the case where
M consists of piecewise constant functions. Generally speaking, the motivation is algorithmic: in many
applications, such as decision trees (Breiman et al. (1984)), the goal is to provide an efficient approximation
of Y by a function of X. For instance, if the conditioning on X is based on a partition of cardinality at most
K, we have

M =

{
m : Rd → R

∣∣∣m(x) =
∑
A∈π

mA1{x∈A}, π ∈ P(Rd), |π| ⩽ K, mA ∈ R
}
,

where P(Rd) denotes the set of all partitions of Rd. Clearly, the choice mA = E[Y | X ∈ A] is always
optimal in (1), so it remains to optimize the partition π. However, finding a direct solution to (1) is generally
computationally infeasible, so recursive optimizers are favorable. The common approach is to construct a
sequence of nested partitions {πk}k⩾0 in P(Rd) that generate the conditioning on X, where the construction
is recursive by sequentially optimizing a certain decision criterion, starting from π0 = {Rd}. It does not hurt
to consider binary partitions, as the general case follows analogously. We then formulate our main problem
as follows.

(P-general). Construct nested binary partitions {πk}k⩾0 of Rd such that E[(Y −Mk)
2] is small

for each k, where

Mk(ω) := E[Y | X ∈ A], for X(ω) ∈ A, A ∈ πk. (2)
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Clearly, if Y is not a function of X, the quantity E[(Y −Mk)
2] has a strictly positive lower bound E[Var(Y |

X)]. Another obstruction arises from atoms of X, which prevents an effective split of the partitions. The
relation (2) and its analogues will be essential to this paper.

The main theme of this paper is providing solutions to (P-general) in various settings. Roughly speaking,
our main contribution can be summarized as follows.

(Solving P-general). If E[Y | X] is well-behaved, then modulo the lower bound E[Var(Y | X)]
and the atoms of X, there exists an explicit construction of {πk}k⩾0, not depending on the law
of (X, Y ), such that E[(Y −Mk)

2] decays exponentially in k, where Mk is defined in (2).

An instance of (Solving P-general) is Theorem 9 below, where the construction is given by the cyclic
MinimaxSplit algorithm detailed in Section 3.1.

In the rest of the Introduction, we illustrate the motivations of (P-general) and summarize our contri-
bution via two concrete applications: partition-based martingale approximations and regression trees.

1.1 Partition-based martingale approximations

Let U be a real-valued atomless random variable. A partition-based martingale approximation of U is a
discrete-time martingale {Mk}k⩾0 such that

Mk(ω) := E[U | U ∈ A], for U(ω) ∈ A, A ∈ πk, (3)

for some nested partitions {πk}k⩾0 of R, where we assume that the partitions are binary and π0 = {R}. The
martingale property follows from the tower property of conditional expectations.

The connection to (P-general) is as follows. Suppose that d = 1 (i.e., X is real-valued, and will be
denoted by X in the following), and the coupling (X,Y ) satisfies that X is atomless and Y is a strictly
increasing function of X. Since in this case E[Var(Y | X)] = 0 and X is atomless, we expect that the
approximation error E[(U − Mk)

2] vanishes as k → ∞. Moreover, each partition in X bijectively maps
to a partition in Y , and hence (2) reduces to (3). In other words, in the current setting, (P-general) is
equivalent to the following problem:

(P-martingale). Given a real atomless random variable U , construct a partition-based martin-
gale approximation {Mk}k⩾0 of U such that E[(U −Mk)

2]→ 0 exponentially in k.

Motivated by a martingale embedding problem, Simons (1970) first introduced the Simons martingale
and established the a.s. convergence Mk → U (and hence also in L2), but did not analyze the convergence
rate. Another recent motivation for studying the convergence rate of the Simons martingale arises from
the construction of powerful e-values in hypothesis testing (Ramdas and Wang, 2024). Zhang et al. (2024)
(Lemma 5.6) proved that if U ∈ L2+δ for some δ > 0 and {Mk} is the Simons martingale, then there exist
C > 0 and r ∈ (0, 1) such that E[(U −Mk)

2] ⩽ Crk, and r < 0.827 is feasible if U is bounded. Our Theorem
3(ii) improves the rate to r = 1/2 and hence provides a tighter theoretical bound. We also show by example
that the rate r = 1/2 is optimal.

The terminology martingale approximation has been used extensively in the probability literature with
different meanings. In Rüschendorf (1985), it refers to the best approximation of a random vector by a
(single) martingale based on ideas from optimal transport. In Borovskikh and Korolyuk (1997) and Hall and
Heyde (2014), it refers to techniques from martingale theory (such as inequalities and CLT rates) with various
applications in statistics. Similar techniques are also used in the study of stationary ergodic sequences (Wu
and Woodroofe, 2004; Zhao and Woodroofe, 2008) and Markovian walks (Grama et al., 2018). Note that
in our setting, Y is a sum of martingale differences, but whose variance is bounded, and hence one cannot
apply the martingale CLT and its convergence rates.

1.2 Regression trees

Consider a regression problem where we have a data set (Xi, Yi)1⩽i⩽N , where Xi ∈ Rd represents the
covariates (or features) and Yi ∈ R represents the responses. We follow van der Vaart and Wellner (2013)
and assume the regression model:

Yi = g∗(Xi) + εi, (4)
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where g∗ : Rd → R is the true signal function, {Xi}1⩽i⩽N are i.i.d. sampled from a certain law, and εi’s are
i.i.d. random (Gaussian) errors with zero mean. In other words, the data set is sampled from some coupling
(X∗, Y∗) where Y∗ | X∗ = g∗(X∗) + ε with X∗ and ε independent. The function g∗ can be estimated by
minimizing the empirical L2 risk (i.e., sum of squares; also called L2 loss or mean-squared error (MSE) in
this paper):

m̂N = argmin
m∈M

1

N

N∑
i=1

(Yi −m(Xi))
2
, (5)

where M denotes the class of candidate functions for the mean m. The quantity (5) serves as an approx-

imation to E[(Y∗ −m(X∗))
2
]. We usually establish the consistency of the estimator m̂N by showing the

convergence in probability:

∥m̂N − g∗∥2
p−→ 0 as N →∞. (6)

Here, the underlying probability measure is the true data generating mechanism P, the joint law of (X∗, Y∗).
A decision tree regression model for (4) is a non-parametric model for constructing m̂N by partitioning

the input space into distinct regions A1, A2, . . . and fitting a simple model m̂N,i to each region Ai (Breiman
et al., 1984). In this case, m̂N takes the form of

m̂N =
∑
i

m̂N,i 1Ai
(7)

and theM in (5) is the class of all piecewise constant functions. The construction procedures of Ai’ s and
m̂N,i’ s are data dependent, where the regions are associated to a tree grown sequentially by maximizing the
chosen decision criteria, and hence the parameters associated with each tree node are chosen recursively.

The recursive nature of the decision tree also indicates the connection to (P-general). Let PN denote

the empirical measure of the training data and (X, Y )
law∼ PN . A (simplified variant of the) decision tree

algorithm produces nested binary partitions {πk}k⩾0 with axis-aligned borders of the input space Rd based
on the law of (X, Y ), where π0 = {Rd} and the index k is the depth of the tree (Breiman et al., 1984). The
prediction Mk given by a tree of depth k is defined by (2):

Mk(ω) =Mk(N)(ω) := E[Y | X ∈ A], for X(ω) ∈ A, A ∈ πk.

Note that this notation Mk can be interpreted as substituting a random input X into (7). The estimator of
g∗ is then given by m̂k(x) = E[Y | X ∈ A] for x ∈ A, A ∈ πk.

To facilitate our discussion, we assume that the number of samples in any Ai ∈ πk is nonzero and tends
to ∞ as k →∞ uniformly, and moreover, N/2k is exponentially growing in k.1 Such an assumption will not
be required in any of the main results in this paper, but is convenient for the explanation here. In this case,
we are interested in obtaining the fast convergence rates of (6), a problem formulated as follows.

(P-regression). Under the model (7) and the above assumption, construct a decision tree
algorithm such that if the true signal function g∗ belongs to a certain wide function class,
E[∥m̂k − g∗∥2] decays exponentially in k.

The classic CART algorithm (Breiman et al. (1984)) for decision trees involves the following widely
adopted greedy algorithm that recursively constructs partitions {πk}k⩾0. To partition a set A ∈ πk, the
greedy algorithm selects a dimension and a threshold where the set A is split into two subsets such that
the total remaining risk is minimized. See (11) below for a formal definition. A simplified variant of CART
without pruning, called VarianceSplit, is described in Section 3.1.

In the theoretical analysis of the convergence rate of CART in the regression setting, researchers often
assume a lower bound on the variance decay when the algorithm splits each node in the decision tree (Chi
et al., 2022; Syrgkanis and Zampetakis, 2020; Mazumder and Wang, 2024; Cattaneo et al., 2024). For
example, a prevalent variance decay assumption is known as the sufficient impurity decrease (SID) condition
introduced by Chi et al. (2022), which requires that each split in the CART algorithm decreases the variance

1Gordon and Olshen (1984) (Theorem 3.6) imposed a similar set of stronger assumptions that require specific growth rates.
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of the parent node by at least a constant factor, leading to exponential decay rates of the MSE of the form
rk for some r ∈ (0, 1).

The first general result without the variance decay assumption was obtained by Klusowski and Tian
(2024). Their main result asserts that modulo model mis-specification, the MSE of CART is upper bounded
by 1/k at depth k; see (23) below. In a similar vein, Cattaneo et al. (2024) studied the convergence rates of
the oblique CART and obtained a 1/k upper bound for MSE in the general setting (Theorem 1 therein) as
well as an rk upper bound under further assumptions such as node sizes (Theorem 4 therein).

The unconditional rate guarantee of 1/k appears significantly slower than the exponential decay rates
under variance decay assumptions. On the other hand, Cattaneo et al. (2022) discussed why CART may
have slower-than-polynomial convergence. This phenomenon was known as the end-cut preference (ECP) in
the literature (see Section 11.8 of Breiman et al. (1984)).

We have chosen to work on the model (7) in the simple regression setting (4), where sequential construc-
tion is prevalent (Luo and Pratola, 2023; Luo et al., 2024; Liu et al., 2023). Although there are multiple
approaches to construct m̂N in (7) sequentially (Loh, 2014), we focus on the CART-like decision tree model
(Breiman et al., 1984) in the regression setting above. The classification setting has been well studied in
the computational complexity and encoding literature (Blanc et al., 2020; O’Donnell et al., 2005) in terms
of using uniform bounds on Boolean functions between partial trees and optimal trees.

1.3 Our contribution

Partition-based martingale approximations. We show that various martingale constructions are feas-
ible and enjoy exponential convergence rates. For instance, a classic construction by Simons (1970) is the
following: start from π0 = {R} and for each k ⩾ 0 and A = [a, b) ∈ πk where −∞ ⩽ a < b ⩽ ∞, split A
into [a,E[U | U ∈ A]) and [E[U | U ∈ A], b) to form the sets in πk+1. We show that if U is bounded, the
convergence rate of the Simons martingale is C2−k, where C does not depend on the law of U . Moreover,
the rate 2−k can be shown to be asymptotically optimal.

Other constructions of partition-based martingale approximations involve replacing the conditional mean
in the Simons martingale by other criteria such as the median. The explicit constructions are given formally
by Definition 1, whose convergence rates are summarized in Theorem 3. All constructions yield explicit
exponential rates of convergence in both the bounded and the unbounded cases under moment constraints
(Theorem 4). Under further assumptions on the law of U , we also establish exponential rates of Crk where
r can be made arbitrarily close to 1/4 (a threshold that cannot be surpassed with binary partitions) while
allowing C to depend on the law of U (Theorem 5).

Regression trees. We introduce new splitting criteria, namely the MinimaxSplit algorithm and its mul-
tivariate variation, the cyclic MinimaxSplit algorithm (see (14) and (15) below for formal definitions). On one
hand, the VarianceSplit algorithm is based on variance reduction; that is, for each split, the remaining total
variance within the children nodes is minimized (among the splits over all dimensions). On the other hand,
by definition, the MinimaxSplit algorithm selects the split that minimizes the maximum variance within
the children nodes (among splits over all dimensions), hence the term minimax. The cyclic MinimaxSplit
algorithm selects the same active dimension on each level of the tree and the active dimension cycles over
all dimensions.

We show that for the cyclic MinimaxSplit algorithm, the MSE at depth k decays exponentially with
rate 2−2k/(3d) (given sufficient samples), without any further assumption (Theorem 9). We further develop
empirical risk bounds for the cyclic MinimaxSplit algorithm (Theorem 10).

Paper outline. The respective solutions to (P-general) in the partition-based martingale approximation
and the regression tree settings will be detailed in Sections 2 and 3. All technical proofs are given in Appendix
A.
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2 On partition-based martingale approximations

In this section, we develop the framework of partition-based martingale approximations and show that a
number of constructions feature exponential convergence rates, thus answering (P-martingale).

2.1 Basic concepts

We say that a sequence of finite partitions {πk}k⩾0 of Rd is nested if for each k ⩾ 0 and A ∈ πk+1,
there exists (a unique) B ∈ πk such that A ⊆ B. Consider nested partitions {πk}k⩾0 of R and a real-valued
random variable U with a finite second moment. Recall (3):

Mk(ω) := E[U | U ∈ A], for U(ω) ∈ A, A ∈ πk, (8)

where the MSE E[(U−Mk)
2] is non-increasing in k by the nested property of {πk}k⩾0 and the total variance

formula.
A discrete-time real-valued stochastic process {Mk}k⩾0 is a martingale if for any 0 ⩽ ℓ < k, E[Mk |

σ(M0, . . . ,Mℓ)] = Mℓ. We use the abbreviation σ(πk) to denote the σ-algebra generated by events of the
form {U ∈ A}A∈πk

. If Π := {πk}k⩾0 is a nested sequence of partitions, {σ(πk)}k⩾0 is a filtration generated by
indicator functions of sets in πk’s (Doob, 1953). It follows from the tower property of conditional expectations
that the sequence {Mk}k⩾0 = {E[U | σ(πk)]}k⩾0 is a martingale (in fact, a Doob martingale (Doob, 1940,
1953)). We call this martingale the Π-based martingale approximation of the random variable U , or in
general a partition-based martingale approximation that approximates the random variable in terms of MSE.

Unless U is a constant, there are different kinds of partition, so there are different partition-based mar-
tingale approximations depending on the distribution of U . Our goal in this section is to identify a few
partition-based martingale approximations that efficiently approximate U , where the construction algorithm
is universal; see (P-martingale). The efficiency criterion is given by the decay of the MSE E[(U −Mk)

2].
Without loss of generality, we give our construction of a partition of a generic interval [a, b) ⊂ R, where

a, b ∈ R ∪ {±∞}.2 The sequence of partitions Π in the response space will be constructed recursively,
where π0 = {R} and for every k ⩾ 0, each interval A ∈ πk splits into two intervals, by following the same
construction, forming the elements in πk+1. In the following, we introduce four distinct splitting rules that
define partition-based martingale approximations. For simplicity, we assume that U is atomless, so that the
endpoints of the intervals do not matter and that no trivial split occurs.

Definition 1. Suppose we are given an atomless law of U and a non-empty interval I = [a, b), where
a, b ∈ R ∪ {±∞}.

(i) Define

uvar = argmin
u∈I

(
P(U ∈ [a, u))Var(U | U ∈ [a, u)) + P(U ∈ [u, b))Var(U | U ∈ [u, b))

)
. (9)

If the minimizer is not unique, we pick the largest minimizer. The variance splitting rule (corresponding
to the VarianceSplit algorithm in Section 3.1) splits I into the two sets [a, uvar) and [uvar, b).

(ii) Define uSimons = E[U | U ∈ I]. The Simons splitting rule splits I into the two sets [a, uSimons) and
[uSimons, b).

(iii) Define

uminimax = argmin
u∈I

max
{
P(U ∈ [a, u))Var(U | U ∈ [a, u)), P(U ∈ [u, b))Var(U | U ∈ [u, b))

}
.

If the minimizer is not unique, we pick the largest minimizer. Theminimax splitting rule (corresponding
to the MinimaxSplit algorithm in Section 3.1) splits I into the two sets [a, uminimax) and [uminimax, b).

(iv) Define
umedian = sup{u ∈ I : P(a ⩽ U < u) = P(u ⩽ U < b)}.

The median splitting rule splits I into two sets [a, umedian) and [umedian, b).

2Here we slightly abuse notation that [a, b) = (−∞, b) if a = −∞.
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In turn, when applying recursively the variance (resp. Simons, minimax, median) splitting rule starting from
π0 = {R}, we obtain a nested sequence of partitions Π = {πk}k⩾0 depending on the law of U . We call
the resulting Π-based martingale approximation {Mk}k⩾0 = {E[U | σ(πk)]}k⩾0 the variance (resp. Simons,
minimax, median) martingale (with respect to U).

Example 2. If U is uniformly distributed on a compact interval, all four martingales coincide. For example,
if U ∼ Uni[0, 1], each of the four martingales from Definition 1 satisfy Mk = E[U | σ(πk)], where πk :=
{[j/2k, (j + 1)/2k) : 0 ⩽ j < 2k} and it follows that E[(U −Mk)

2] ≍ 4−k (where ≍ means up to universal
constants).

The intuition for the minimax and median martingales is that at each splitting step, we balance the
“sizes” of U1{U∈I} on the two sets. The “size” corresponds to the (unconditional) variance for the minimax
martingale and the total probability for the median martingale. Intending to minimize the MSE E[(U−Mk)

2]
at each step k, the variance martingale naturally arises as an algorithm that greedily reduces the remaining
risk within U in each iteration through layers.

In a partition-based martingale, the nested partitions {πk}k⩾0 can be naturally identified as the vertices
of a binary tree. A binary tree is the unique infinite tree (V,E) such that all vertices have degree 3, except
for a unique vertex ∅ called the root, which has degree 2. Denote by Vk the set of all vertices in V with
the graph distance from the root equal to k. Then, each vertex v ∈ Vk can be identified as a set A ∈ πk.
With each edge e = (Ak, Ak+1) ∈ E where Ak ∈ πk and Ak+1 ∈ πk+1, we may associate a coefficient
pe := P(U ∈ Ak+1) ∈ [0, 1]. With each vertex v = Ak, we may associate a location ℓv := E[U | U ∈ Ak]. It
follows that Mk is supported on the discrete points {ℓv}v∈Vk

and furthermore,

E[(Mk −Mk+1)
2] =

∑
vk∈Vk, vk+1∈Vk+1

vk∼vk+1

p(vk,vk+1)(ℓvk − ℓvk+1
)2. (10)

This binary tree representation (10) of the risk will be frequently used in this paper. In the next two sections,
we discuss two types of results: uniform rates for bounded U (Section 2.2) and non-uniform rates (Section
2.3) where the asymptotic constant may depend on the possibly unbounded law of U .

2.2 Uniform convergence rates

Theorem 3. Let U be a [0, 1]-valued atomless random variable and {Mk}k⩾0 be one of the four martingale
approximations with respect to U given by Definition 1. The following statements hold.

(i) If {Mk}k⩾0 is the variance martingale, E[(U −Mk)
2] ⩽ 2.71 · 2−2k/3.

(ii) If {Mk}k⩾0 is the Simons martingale, E[(U −Mk)
2] ⩽ 21−k.

(iii) If {Mk}k⩾0 is the minimax martingale, E[(U −Mk)
2] ⩽ 0.4 · 2−2k/3.

(iv) If {Mk}k⩾0 is the median martingale, E[(U −Mk)
2] ⩽ 2−k.

The general case of a bounded U can be derived by a scaling argument, since the constructions in
Definition 1 are scale-invariant. Let us sketch the arguments for the minimax martingale, as the same idea
becomes crucial when applied to minimax decision trees we develop in Section 3.

Assuming that U is atomless and supported in [0, 1], we apply the representation (10). By construction,∑
p(vk,vk+1) = 1 and

∑
|ℓvk − ℓvk+1

| ⩽ sup suppU − inf suppU = 1. Moreover, by the minimax property and
the law of total variance, it is straightforward to verify (with details in Section 3.2) that the variances decay
at least geometrically by half at each split at uminimax, i.e., for any v ∈ Vk with v′ ∼ w for v′ ∈ Vk−1,

max
w∈Vk+1, v∼w

p(v,w)(ℓv − ℓw)2 ⩽
1

2
p(v′,v)(ℓv′ − ℓv)2.

Therefore, by induction,

max
vk∈Vk, vk+1∈Vk+1

vk∼vk+1

p(vk,vk+1)(ℓvk − ℓvk+1
)2 ⩽ L2−kVar(U) ⩽ L2−k,

6



where L > 0 is a universal constant that may not be the same on each occurrence. By Hölder’s inequality,

E[(Mk −Mk+1)
2] =

∑
vk∈Vk, vk+1∈Vk+1

vk∼vk+1

p(vk,vk+1)(ℓvk − ℓvk+1
)2

⩽

( ∑
vk∈Vk, vk+1∈Vk+1

vk∼vk+1

p(vk,vk+1)

)1/3

×
(

max
vk∈Vk, vk+1∈Vk+1

vk∼vk+1

p(vk,vk+1)(ℓvk − ℓvk+1
)2

∑
vk∈Vk, vk+1∈Vk+1

vk∼vk+1

|ℓvk − ℓvk+1
|
)2/3

⩽

(
max

vk∈Vk, vk+1∈Vk+1
vk∼vk+1

p(vk,vk+1)(ℓvk − ℓvk+1
)2
)2/3

⩽ L2−2k/3.

The rest then follows from the martingale property: E[(U −Mk)
2] ⩽

∑
ℓ⩾k E[(Mℓ −Mℓ+1)

2] ⩽ L2−2k/3.

Finding the optimal rate r ∈ (0, 1) (where E[(U −Mk)
2] ⩽ Lrk for some universal constant L) is also an

intriguing question. Observe that one cannot have r < 1/4 by Example 2 above. In Examples 11 and 12
below, we show that the rate r in Theorem 3 is indeed optimal for the Simons and median martingales.

2.3 Non-uniform convergence rates

The above Theorem 3 requires that the support of U is bounded and the asymptotic constant depends only
on the range of U , supU − inf U . We show in the next result that, without the bounded range assumption,
non-uniform convergence rates can still be guaranteed.

Theorem 4. Let U be an atomless random variable with a finite (2 + ε)-th moment for some ε > 0, and
{Mk}k⩾0 be one of the four partition-based martingale approximations given by Definition 1. Then there
exist constants r ∈ (0, 1) and C > 0, both possibly depending on the law of U , such that

E[(U −Mk)
2] ⩽ Crk.

In particular, Mk → U both a.s. and in L2.

If U is bounded, Theorem 4 is a special case of Theorem 3. The case of the Simons martingale has
been established by Zhang et al. (2024), and our proof of Theorem 4 will follow a similar route. Since the
asymptotic constant is allowed to depend on the law of U , the optimal non-uniform rate r might be smaller
than the uniform ones (in Theorem 3).

Recall from Section 2.2 that the rates obtained in Theorem 3 are asymptotically optimal for the Simons
and median martingales (see Examples 11 and 12). For the variance and minimax martingales, we show in
the next result that the rate r = 1/4 is optimal under certain regularity conditions on the law of U .

Theorem 5. Let {Mk}k⩾0 be either the minimax or variance martingale converging to U . Suppose that U
is bounded and has a bounded and continuous density f with inf f > 0 on suppU , which we assume is a
connected interval. Then for any r > 1/4, there exists a constant C > 0 (depending on r and the law of U)
such that

E[|U −Mk|2] ⩽ Crk.

In other words, under the assumptions in Theorem 5, the MSE has an asymptotic convergence rate of
1/4+ ε. Unfortunately, we are unable to remove the assumptions for the density of U in Theorem 5 nor give
counterexamples. We conjecture that the same conclusion of Theorem 5 holds without those assumptions.
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3 The MinimaxSplit algorithm

The goal of this section is to provide a solution to (P-regression) by constructing decision tree algorithms
with exponential convergence. Section 3.1 gives the constructions inspired by the minimax martingale
construction in Section 2. In traditional regression decision tree settings that minimize (1), models greedily
split in order to minimize the sum of variances over the responses of the children nodes (Liu et al., 2023;
Breiman et al., 1984), yet we propose to greedily minimize the maximum variance among the children nodes.

In the following, we say that a law on Rd is marginally atomless if its projection onto any of the d
dimensions is atomless. We will start from a marginally atomless coupling (that may not arise from empirical
measures PN ) and prove exponential rates in Section 3.2. Section 3.3 builds upon this case, covering more
generally the non-marginally atomless setting and, in particular, the empirical risk bounds. Further numerical
analysis will be presented in Section 3.4. All proofs can be found in Appendix A.4.

3.1 Formulation of the algorithms

We begin by recapping the greedy splitting regime in the VarianceSplit algorithm to construct an efficient
decision tree. Subsequently, we propose alternative CART algorithms, namely the MinimaxSplit algorithm,
along with its variation, the cyclic MinimaxSplit algorithm, and make comparisons against the VarianceSplit
algorithm. Roughly speaking, the (cyclic) MinimaxSplit algorithms are analogues of the minimax martingale
from Definition 1. Hereafter, we denote by [d] = {1, . . . , d} for d ∈ N. We also need the following notion
of a splittable set. If the coupling is defined on a continuous space, the split can always be performed; yet,
for atomic measures like empirical measures, we may halt decision splits when there is no probability mass
remained. Intuitively, in the following decision tree algorithms, the decision trees only split a node if it
corresponds to a splittable set. A similar notion is also introduced by Definition 3.1 of Klusowski and Tian
(2024).

Definition 3.1. Consider a coupling (X, Y ) on Rd+1. We say a set A ⊆ Rd is (X, Y )-non-splittable, or
non-splittable, if any of the following occurs:

• P(X ∈ A) = 0;

• P(X ∈ A) > 0 and Y | X ∈ A is a constant;

• P(X ∈ A) > 0 and X | X ∈ A is a constant.

Otherwise, we say that A is (X, Y )-splittable, or splittable.

Revisiting the VarianceSplit algorithm. The greedy VarianceSplit construction (Section 8.4 of Breiman
et al. (1984) and Luo and Li (2024)) proceeds by introducing nested partitions {πk}k⩾0 of Rd with axis-
aligned borders, in a way that sequentially and greedily minimizes the total risk E[(Y −Mk)

2] at each step
k (while splitting from the fixed partition πk−1), where Mk is taken as the conditional mean of Y given the
σ-algebra generated by the collection 1{X∈A}, A ∈ πk. So, the partitions {πk}k⩾0 of the input space are
nested and we require that each πk consists of sets that split each element A ∈ πk−1 into two hyper-rectangles
with axis-aligned borders, unless all covariates and/or all response values on the event {X ∈ A} are the same,
in which case we do not perform split and A ∈ πk.

Formally, suppose that a hyper-rectangle A = [a1, b1) × · · · × [ad, bd) belongs to the partition πk−1 and
is splittable. In particular, Mk−1(ω) = E[Y | X ∈ A] if X(ω) ∈ A. To find a split of A at depth k,
the VarianceSplit algorithm looks for a covariate j ∈ [d] and xj ∈ [aj , bj) such that the remaining risk

8



E[(Y −Mk)
2
1{X∈A}] is the smallest after splitting the A at xj in covariate j. In other words, one seeks for

(j, xj) = argmin
j∈[d]

xj∈[aj ,bj)

(
P(X ∈ A, Xj < xj)Var(Y | X ∈ A, Xj < xj)

+ P(X ∈ A, Xj ⩾ xj)Var(Y | X ∈ A, Xj ⩾ xj)
)

= argmin
j∈[d]

xj∈[aj ,bj)

(
E
[
(Y − E[Y | X ∈ A, Xj < xj ])

2
1{X∈A,Xj<xj}

]
+ E

[
(Y − E[Y | X ∈ A, Xj ⩾ xj ])

2
1{X∈A,Xj⩾xj}

])
=: argmin

j∈[d]
xj∈[aj ,bj)

(Vleft + Vright),

(11)

where we break ties arbitrarily.3 Consequently, the splittable set A splits into the sets AL := [a1, b1)× · · · ×
[aj , xj) × · · · × [ad, bd) and AR := [a1, b1) × · · · × [xj , bj) × · · · × [ad, bd) to form its two descendants in the
set πk, and define

Mk(ω) =

{
E[Y | X ∈ A, Xj < xj ] if X(ω) ∈ AL;

E[Y | X ∈ A, Xj ⩾ xj ] if X(ω) ∈ AR.
(12)

In other words, at depth k ⩾ 0 and after constructing the partition πk, define Mk by

Mk(ω) = E[Y | X ∈ A], if X(ω) ∈ A, for A ∈ πk. (13)

This leads to the desired coupling (X, Y, {Mk}k⩾0), where {Mk}k⩾0 is a martingale. It is also common
practice to weigh the terms Vleft and Vright in (11) by the sample sizes of the left and right children nodes
(resulting in a minimization of nleftVleft + nrightVright), for which we call the Weighted Variance algorithm.

The MinimaxSplit algorithm. A common feature of the MinimaxSplit and VarianceSplit algorithms is
that they both start from a nested sequence of partitions {πk}k⩾0 of Rd consisting of (at-most) binary splits
into hyper-rectangles with axis-aligned borders. The k-th approximation Mk is defined by (13). The two
algorithms differ in the way the partition is constructed: in the MinimaxSplit setting, the split is no longer
the best split that reduces total variance but instead is the best split that minimizes the maximum variance
within the two descendants. Formally, for a splittable set A = [a1, b1)× · · · × [ad, bd) ∈ πk−1, define the split
location as

(j, x̂j) = argmin
j∈[d]

xj∈[aj ,bj)

max
{
E[(Y − E[Y | X ∈ A, Xj < xj ])

2
1{X∈A,Xj<xj}],

E[(Y − E[Y | X ∈ A, Xj ⩾ xj ])
2
1{X∈A,Xj⩾xj}]

}
= argmin

j∈[d]
xj∈[aj ,bj)

max
{
P(X ∈ A, Xj < xj)Var(Y | X ∈ A, Xj < xj),

P(X ∈ A, Xj ⩾ xj)Var(Y | X ∈ A, Xj ⩾ xj)
}

= argmin
j∈[d]

xj∈[aj ,bj)

max
{
Vleft, Vright

}
,

(14)

3Strictly speaking, the argmin in (11) may not always be attained for general couplings (X, Y ), unless we assume that X
is marginally either atomless or has a finite support, which will always be the case in our analysis. However, in the general
setting, if we allow splits in which atoms can be duplicated and assigned to both nodes (instead of only on the right node as in
(11)), argmin can be attained. In this paper, we will implicitly assume that argmin is always attained.
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where we break ties arbitrarily. Consequently, the splittable set A splits into the two hyper-rectangles
[a1, b1)× · · · × [aj , x̂j)× · · · × [ad, bd) and [a1, b1)× · · · × [x̂j , bj)× · · · × [ad, bd) to form its two descendants
in the set πk. We call this the MinimaxSplit rule. After obtaining the partition πk, define Mk through (13).
This leads to a coupling (X, Y, {Mk}k⩾0), where {Mk}k⩾0 is a martingale.

The cyclic MinimaxSplit algorithm. The cyclic MinimaxSplit algorithm is a variation of the Minim-
axSplit algorithm. Instead of optimizing over all covariates j ∈ [d] in (14), we cycle through the d covariates
as the tree grows. That is, for k ⩾ 1, let j = jk = (k− 1 (mod d))+ 1 ∈ [d]. For all splittable sets A ∈ πk−1,
we split A in the j-th coordinate to form its two descendants at depth k. The split location is then defined
as

x̂j = argmin
xj∈[aj ,bj)

max
{
E[(Y − E[Y | X ∈ A, Xj < xj ])

2
1{X∈A,Xj<xj}],

E[(Y − E[Y | X ∈ A, Xj ⩾ xj ])
2
1{X∈A,Xj⩾xj}]

}
= argmin

xj∈[aj ,bj)

max
{
P(X ∈ A, Xj < xj)Var(Y | X ∈ A, Xj < xj),

P(X ∈ A, Xj ⩾ xj)Var(Y | X ∈ A, Xj ⩾ xj)
}
,

(15)

where we break ties arbitrarily. Note that if X is marginally atomless, the minimizer x̂j is essentially unique,
in the sense that P(X ∈ [a1, b1)× · · · × (x̂j , x̂

′
j)× · · · × [ad, bd)) = 0 between two minimizers x̂j < x̂′j . Define

Mk by (13). This leads to the desired coupling (X, Y, {Mk}k⩾0), where again, {Mk}k⩾0 is a martingale
aiming to approximate Y .

If d = 1, the cyclic MinimaxSplit algorithm coincides with the MinimaxSplit algorithm. If d > 1,
compared to the MinimaxSplit algorithm, the cyclic MinimaxSplit algorithm is technically more tractable.
Moreover, since all features are considered equally, the cyclic MinimaxSplit algorithm appears more robust
in recovering the underlying geometry of the regression function in the setting of (4) in low dimensions,
which we illustrate numerically in Section 3.4. On the other hand, the cyclic MinimaxSplit algorithm may
be less effective in higher dimensions because the major dimensions may not be easily identified or reached
in the first few splits.

(At-most-binary) tree representation. In the context of regression trees, the same development of the
tree representation (10) holds, except that the tree may not be a binary tree due to possible non-splittable
sets. Instead, there exists a tree (V,E) that is a sub-tree of a binary tree whose vertices are identified as the
sets in the nested partitions. With the same notation leading to (10), we have

E[(Mk −Mk+1)
2] =

∑
vk∈Vk, vk+1∈Vk+1

vk∼vk+1

p(vk,vk+1)(ℓvk − ℓvk+1
)2.

The goal of the next section is to provide a partial answer to (P-general) under the cyclic MinimaxSplit
rule. Assuming marginal non-atomicity, we show that up to universal constants and model mis-specification,
the approximation error decays exponentially with rate rk for some explicit r ∈ (0, 1) that depends only on
dimension d.

3.2 Cyclic MinimaxSplit risk bound

We first claim that if X is marginally atomless and j ∈ [d], the L2 loss

P(X ∈ A, Xj < xj)Var(Y | X ∈ A, Xj < xj) (16)

is non-decreasing and continuous in xj . To see this, we take a < b and define events E = E1 ∪ E2, where
E1 = {X ∈ A, Xj < a} and E2 = Ec

1 = {X ∈ A, a ⩽ Xj < b}. By the total variance formula,

Var(Y | E) = E[Var(Y | σ(E1, E2)) | E] + Var(E[Y | σ(E1, E2)] | E)

⩾ E[Var(Y | σ(E1, E2)) | E] ⩾ P(E1 | E)Var(Y | E1).
(17)
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Observe that Var(Y | E) = Var(Y | X ∈ A,Xj < b) and Var(Y | E1) = Var(Y | X ∈ A,Xj < a). Inserting
these two expressions back into (17), we obtain

Var(Y | X ∈ A,Xj < b) ⩾
P(X ∈ A,Xj < a)

P(X ∈ A,Xj < b)
Var(Y | X ∈ A,Xj < a).

Rearranging gives

P(X ∈ A, Xj < a)Var(Y | X ∈ A, Xj < a) ⩽ P(X ∈ A, Xj < b)Var(Y | X ∈ A, Xj < b)

and therefore (16) (or the first term inside the maximum in (15)) is non-decreasing; and similarly the second
term inside the maximum is non-increasing. Moreover, by the marginally atomless property, both quantities
are continuous. Therefore, if the argmin is attained in (15) in the cyclic MinimaxSplit setting, the two terms
inside the maximum are equal. Namely,

P(X ∈ A, Xj < x̂j)Var(Y | X ∈ A, Xj < x̂j) = P(X ∈ A, Xj ⩾ x̂j)Var(Y | X ∈ A, Xj ⩾ x̂j). (18)

Since the events AL = {X ∈ A,Xj < x̂j} and AR = {X ∈ A,Xj ⩾ x̂j} form a partition of {X ∈ A}, we have
again by the total variance formula,

P(X ∈ A, Xj < x̂j)Var(Y | X ∈ A, Xj < x̂j) + P(X ∈ A, Xj ⩾ x̂j)Var(Y | X ∈ A, Xj ⩾ x̂j)

⩽ P(X ∈ A)E[(Y − E[Y | X ∈ A])21{X∈A}].
(19)

Combining (18) and (19), we have

max
{
P(X ∈ A, Xj < x̂j)E[(Y − E[Y | X ∈ A, Xj < x̂j ])

2
1{X∈A,Xj<x̂j}],

P(X ∈ A, Xj ⩾ x̂j)E[(Y − E[Y | X ∈ A, Xj ⩾ x̂j ])
2
1{X∈A,Xj⩾x̂j}]

}
⩽

1

2
P(X ∈ A)E[(Y − E[Y | X ∈ A])21{X∈A}].

(20)

In other words, the remaining risk on each descendant is at most half the risk on the parent node. Inductively,
we gain a uniform geometric decay of the maximum risk among the nodes at depth k:

max
A∈πk

P(X ∈ A)E[(Y − E[Y | X ∈ A])21{X∈A}] ⩽ 2−kVar(Y ). (21)

This is the key to controlling the “sizes of the nodes”.
In the case of the VarianceSplit construction, such uniform control is reminiscent—counterexamples exist

due to ECP, which explains why assumptions such as the SID condition are favorable to ensure risk decay
when using loss functions like (11) (Chi et al., 2022; Mazumder and Wang, 2024). To see the intuition, we
consider the event {X ∈ A} and sub-events AL = {X ∈ A,Xj < x̂j} and AR = {X ∈ A,Xj ⩾ x̂j}. Applying
the total variance formula to this partition yields

Var(Y ) =E[Var(Y | σ(AL))] + Var(E[Y | σ(AL)])

=Var(Y | AL)P(AL) + Var(Y | AR)P(AR)

+ (E[Y | AL]− E[Y | AR])
2
(1− P(AL))P(AL).

(22)

From this, we see that when ECP occurs, P(AL) ≈ 1 or 0, the improvement is dominated by the first two
terms of (22): Var(Y | AL)P(AL)+Var(Y | AR)P(AR) = Vleft+Vright. Therefore, when ECP occurs, the sum
of variances does not necessarily decay fast enough for the VarianceSplit. However, for cyclic MinimaxSplit,
max{Vleft, Vright} always displays geometric decay (21), hence “avoiding” the ECP phenomenon. In other
words, the fast decay of the sum of variance is not easily guaranteed from the VarianceSplit construction due
to ECP; but the geometric decay of the maximum variance can be assured by the MinimaxSplit construction.

Consider the additive function class

G := {g(x) := g1(x1) + · · ·+ gd(xd)},
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where x = (x1, . . . , xd). For g ∈ G, define ∥g∥TV as the infimum of
∑d

i=1 ∥gi∥TV over all such additive
representations of g. (A continuous version of) Theorem 4.2 of Klusowski and Tian (2024) states that if
(X, Y, {Mk}k⩾0) is constructed from the VarianceSplit algorithm, then for each k ⩾ 1,

E[(Y −Mk)
2] ⩽ inf

g∈G

(
E[(Y − g(X))2] +

∥g∥2TV

k + 3

)
. (23)

In the next result, we show that the 1/k rate in (23) can be significantly improved to an exponential rate for
the cyclic MinimaxSplit algorithm. This also partially answers (P-general) from the Introduction. Note
that the splitting here is binary because of the marginal non-atomicity condition.

Theorem 6. Suppose that X is marginally atomless. Let the coupling (X, Y, {Mk}k⩾0) be constructed from
the cyclic MinimaxSplit algorithm. Then uniformly for any δ > 0 and k ⩾ 0,

E[(Y −Mk)
2] ⩽ inf

g∈G

((
(1 + δ) +

2(1 + δ)(1 + δ−1)

3 · 22⌊k/d⌋/3
)
E[(Y − g(X))2]

+ (1 + δ−1)

(
1

3
+
(1 + δ−1

4

)2/3)
2−2⌊k/d⌋/3 ∥g∥2TV

)
.

(24)

Remark 7. Since the bound (24) is uniform over δ, k, d, one can further optimize over δ for fixed k, d. For
example, taking δ = 2−⌊k/d⌋/10, the right-hand side of (24) then has the more explicit (but cruder) upper
bound

inf
g∈G

(
5E[(Y − g(X))2] + 21−⌊k/d⌋/2 ∥g∥2TV

)
.

Remark 8. In the case where ∥g∥TV is much larger than the range ∆g := sup g − inf g, (24) can be further
improved to

E[(Y −Mk)
2] ⩽ inf

g∈G

(
(1 + δ)E[(Y − g(X))2] + 21/3(1 + δ−1)2−2⌊k/d⌋/3 ∥g∥2/3TV E[(Y − g(X))2]2/3

+ 2−2/3(1 + δ−1)2−2⌊k/d⌋/3 ∥g∥2/3TV (∆g)4/3
)
.

(25)

Similar considerations also apply for Theorems 9 and 10 below.

Let us explain the intuition behind Theorem 6 when d = 1 and Y = g(X) for some g ∈ G. Roughly
speaking, (24) amounts to

E[(Y −Mk)
2] ⩽ L2−2k/3 ∥g∥2TV . (26)

To verify (26), observe that {Mk}k⩾0 is a martingale converging to Y . We employ the tree representation
to control E[(Mk −Mk+1)

2]. By Hölder’s inequality and (21),

E[(Mk −Mk+1)
2] =

∑
vk∈Vk, vk+1∈Vk+1

vk∼vk+1

p(vk,vk+1)(ℓvk − ℓvk+1
)2

⩽

( ∑
vk∈Vk, vk+1∈Vk+1

vk∼vk+1

p(vk,vk+1)

)1/3

×
(

max
vk∈Vk, vk+1∈Vk+1

vk∼vk+1

p(vk,vk+1)(ℓvk − ℓvk+1
)2

∑
vk∈Vk, vk+1∈Vk+1

vk∼vk+1

|ℓvk − ℓvk+1
|
)2/3

⩽ Var(Y )2/32−2k/3

( ∑
vk∈Vk, vk+1∈Vk+1

vk∼vk+1

|ℓvk − ℓvk+1
|
)2/3

.
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Since each split introduces a difference term |ℓvk − ℓvk+1
|, which is bounded by the values of Y conditioned

on a partition in the covariate space, we have∑
vk∈Vk, vk+1∈Vk+1

vk∼vk+1

|ℓvk − ℓvk+1
| ⩽

∑
A∈πk+1

(
sup
A
g − inf

A
g
)
⩽ ∥g∥TV .

On the other hand, Var(Y ) = Var(g(X)) ⩽ ∥g∥2TV. Altogether (and using the martingale property), we

obtain E[(Y −Mk)
2] ⩽ L2−2k/3 ∥g∥2TV.

Let us compare the rates between (23) and (24). For Y = g(X) with g ∈ G and d fixed, we consider

ε > 0. For the VarianceSplit algorithm, (23) requires 2k ≈ eLε−1

nodes in the decision tree to guarantee that
the MSE is smaller than ε for some L > 0. On the other hand, for the cyclic MinimaxSplit algorithm, (24)
requires only 2k ≈ ε−Ld nodes. Therefore, as ε→ 0, the cyclic MinimaxSplit algorithm requires fewer nodes
to attain the same risk bound and thus facilitates computation.

Note that Theorem 6 exhibits the curse of dimensionality, which cannot be circumvented in the current
setting to the best of our knowledge (Cattaneo et al., 2022; Tan et al., 2022).

3.3 Empirical risk bound for cyclic MinimaxSplit

We now focus on the regression setting and apply Theorem 9 to derive finite-sample performance guar-
antees. Suppose that under the original law P∗, X∗ is marginally atomless and

Y∗ | X∗ = g∗(X∗) + ε := E[Y∗ | X∗] + ε,

where the error ε = Y∗ − g∗(X∗) is sub-Gaussian, i.e., for some σ > 0,

P∗(|ε| ⩾ u) ⩽ 2 exp
(
− u2

2σ2

)
, u ⩾ 0.

Also, we consider the empirical law of (X, Y ) of N samples from P∗.
A limitation of Theorem 6 is that it applies only if the covariate X is marginally atomless (for (20) to

hold). Therefore, we need the following result that deals with measures whose marginals may contain atoms.
This also provides a more complete answer to (P-general).

Theorem 9. Suppose that X is purely atomic4 and for some N > 0,

max
j∈[d]

max
u∈R

P(Xj = u) ⩽
1

N
. (27)

Let M := sup suppY − inf suppY and the coupling (X, Y, {Mk}k⩾0) be constructed from the cyclic Minim-
axSplit algorithm. Then uniformly for any δ > 0 and k ⩾ 0,

E[(Y −Mk)
2] ⩽ (1 + δ−1)2−2⌊k/d⌋/3 2

k+2M2

3N
+ inf

g∈G

((
(1 + δ) +

2(1 + δ)(1 + δ−1)

3 · 22⌊k/d⌋/3
)
E[(Y − g(X))2]

+ (1 + δ−1)

(
2

3
+
(1 + δ−1

4

)2/3)
2−2⌊k/d⌋/3 ∥g∥2TV

)
.

(28)

The compensation term

(1 + δ−1)2−2⌊k/d⌋/3 2
k+2M2

3N

appearing in (28) guarantees that if the number of samples N is much larger than 2kM2, the asymptotic
upper bounds (24) and (28) are comparable.

4The atomicity condition is only required such that the argmin in (15) is well-defined; see Footnote 3.
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Our next result is the following oracle inequality for decision trees under model mis-specification (i.e.,
when g∗ does not belong to G). This result can be compared with Theorem 4.3 of Klusowski and Tian
(2024), where our rate in k is sharper. Let gk be the output of the cyclic MinimaxSplit construction (that
is, Mk = gk(X)). Note that gk is random under the law P∗. We use ∥·∥ to denote the L2 norm in P∗,

e.g. ∥gk − g∗∥2 = EP∗ [(gk(X∗)− g∗(X∗))
2].

Theorem 10. Assume that X∗ is marginally atomless. We have for δ ⩾ 2−2⌊k/d⌋/3,

E
[
∥gk − g∗∥2

]
⩽
C2k(logN)2 log(Nd)

N
+ 2 inf

g∈G

((
(1 + δ) +

2(1 + δ)(1 + δ−1)

3 · 22⌊k/d⌋/3
)
∥g − g∗∥2

+ (1 + δ−1)

(
2

3
+
(1 + δ−1

4

)2/3)
2−2⌊k/d⌋/3 ∥g∥2TV

)
,

where C > 0 is a constant depending only on ∥g∗∥∞ and σ2.

For a fixed sample size N , if we assume that g∗ ∈ G and k = 3d log2N/(3d+2) is a multiple of d, Theorem
10 has the further consequence that (under the same assumptions)

E
[
∥gk − g∗∥2

]
⩽ CN− 2

3d+2
(
∥g∗∥TV + (logN)2 log(Nd)

)
. (29)

The proof of Theorem 10 follows essentially the same path as Theorem 4.3 for CART of Klusowski and Tian
(2024) while replacing Theorem 4.2 therein by our Theorem 9.

3.4 Numerical experiments

In this section, we provide experiments that verify the advantages of MinimaxSplit and cyclic Minim-
axSplit methods in one- and two-dimensional domains, as well as integrated ensemble methods applied to
approximating a real-valued function, and therefore it can be used to the application of denoising images.
Further numerics (including those in high dimensions) are provided in Appendix B.

3.4.1 One-dimensional input domain

As shown in Figure 1, our first experiment compares decision tree regression methods under varying noise
conditions and offers notable insights into their relative performance and characteristics. The optimal tree
is obtained using global optimization over all possible split values when conditioning on the tree structure
and split coordinates (in our case, split coordinate can only be chosen along one coordinate since x ∈
R). Specifically, for max depth=3, it employs a fixed structure with 23 − 1 = 7 split points, optimized
simultaneously using sequential least squares programming to minimize the overall MSE on the training data.
The topology of the tree is predetermined and enforced through constraints in the optimization process.
The optimal tree approach contrasts with traditional variance-based, top-down decision tree algorithms
by optimizing all splits at once, potentially capturing global data patterns more effectively. However, its
fixed structure may limit adaptability to varying data complexities compared to conventional adaptive tree
methods. The optimal tree serves as a baseline, particularly in high-noise scenarios, and suggests that its
optimization criteria may be more effective at capturing the underlying function while minimizing overfitting.

On the other hand, our MinimaxSplit’s competitive performance, especially under high noise, aligns with
the theoretical strengths of the minimax optimization in decision trees. Its ability to maintain fidelity to the
underlying function in noisy conditions underscores the value of robust splitting criteria in challenging envir-
onments. This observation may motivate further exploration of minimax-based approaches in domains with
uncertain data quality or high noise levels. As another reference, the standard Scikit-learn DecisionTreeR-
egressor and the decision tree splitting based on variance minimization show similar performance patterns,
with notable degradation in high-noise scenarios. This similarity is expected given their likely use of variance
reduction as the splitting criterion. However, their performance lags behind that of MinimaxSplit in noisy
conditions, highlighting the flexibility of MinimaxSplit in the presence of significant noise. The varying
relative performance suggests that ensemble methods leveraging the strengths of different approaches could
yield more robust and adaptive models across diverse data conditions, which we detail in Appendix B. In
conclusion, this study provides valuable insight into the behavior of decision tree regression methods under
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Figure 1: The comparison of the optimal tree, Scikit-learn DecisionTreeRegressor, our MinimaxSplit tree,
and VarianceSplit tree on a sinusoidal target function y = f(x) + ε = sin(4πx) + ε, x ∈ [0, 1], ε ∼ N(0, σ2

ε)
with low (first row, noise variance σ2

ε = 0.01) and high (second row, noise variance σ2
ε = 0.25) noise levels.

We illustrate the true function f using solid red curves and use the same training set for each of the low-noise
and high-noise cases; the training set represented by the solid dots is one of the 10 different training sets of
size 100. We display 10 different model fits based on 10 different batches of training sets, and the averaged
mean-squared error evaluated on a different training set across 10 batches.

varying noise conditions, highlighting the potential for improved performance through custom optimization
criteria and robust splitting methods.

3.4.2 Two-dimensional input domain

For this experiment, we use a synthetic dataset generated from a complex, non-linear function of two
features, x = (x1, x2). The function is designed to simulate realistic challenges encountered in regression
tasks, such as non-linearity and interaction between features. Specifically, the true function f : R2 → R used
for generating the target values is defined as:

f(x) =

(
2− 2.1u21 +

u41
3

)
u21 + u1u2 +

(
−4 + 4u22

)
u22;

u1 = 3(x1 − 0.5),

u2 = 3(x2 − 0.5),

(30)

where x1, x2 are independently and uniformly sampled from [0, 1]. This function incorporates both quad-
ratic and higher-order polynomial terms, creating a complex surface with multiple peaks and valleys. The
visualizations of the prediction surfaces, as shown in Figure 2, further illustrate the improved accuracy and
smoother transitions in the predicted values when using the proposed methods.

In this example (as well as in Sections 3.4.3 and 3.4.4 below), we also incorporate an L1 variation of the
VarianceSplit and MinimaxSplit algorithms, where in the splitting rule, we replace the variances in (11),
(14), and (15) by the L1 distance from the mean. For instance, the L1 variation of (11) is

(j, xj) = argmin
(j, xj)

(
P(X ∈ A, Xj < xj)E

[
|Y − E[Y | X ∈ A, Xj < xj ]| | X ∈ A, Xj < xj

]
+ P(X ∈ A, Xj ⩾ xj)E

[
|Y − E[Y | X ∈ A, Xj ⩾ xj ]| | X ∈ A, Xj ⩾ xj

])
.

(31)

The optimal L1 split point may not be unique, in which case we break ties arbitrarily.
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Figure 2: The predictions and true function values are visualized using heatmaps, allowing for a clear
comparison of how well each model approximates the underlying function (30). The first subplot shows
the heatmap of the true function values across the input space, serving as the benchmark for evaluating
the models. The next three subplots depict the predictions of the L1 VarianceSplit, L1 MinimaxSplit, L2

VarianceSplit, and L2 MinimaxSplit. Top Row: max depth 2; Middle Row: max depth 6; Bottom Row: max
depth 10.

3.4.3 Application to denoising images

Another notable experiment involves applying decision trees to denoise noisy images (Luo et al., 2024).
We apply the different tree variants to predict pixel values based on their locations, effectively treating this
as a regression problem. The experiments include the following configurations:

1. VarianceSplit with L1 (see (31)) and L2 (see (11)) norms: These trees use either L1 or L2 norms
to measure errors. Variance L1 trees tend to capture more outlier noise, while L2 norm-based trees
provide smoother approximations.

2. MinimaxSplit and cyclic MinimaxSplit: These methods, especially when paired with cyclic padding,
are effective in balancing feature splits in high-dimensional image data. The cyclic MinimaxSplit
method shows robustness against feature dominance, which often occurred when a few features had
much stronger correlations than others.

The results show that mixed methods, where the error calculation alternates between minimax and variance-
based splits, lead to a balance between local feature capturing and overall smoothness.

The experiment shown in Figure 3 compares decision tree regression methods for denoising the clas-
sic Astronaut (Van der Walt et al., 2014) grayscale image, which has been preprocessed to 128 by 128.
Subsequently, Gaussian noise with a standard deviation of 0.25 was added to create the noisy version. Ex-
amining the output plot reveals distinct characteristics of each method. The L1 VarianceSplit approach
(RMSE=0.140421) produces a piecewise constant approximation with visible rectangular artifacts, indic-
ating a tendency to oversegment the image. The L1 MinimaxSplit method (RMSE=0.114668) yields a
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Figure 3: The noiseless image, noisy image and denoised images using different kinds of splitting criteria
for a single tree, allowing for a detailed comparison of how well each model approximates the geometric
structure. The first subplot shows the heatmap of the true function values across the input space, serving as
the benchmark for evaluating the models. The next four subplots depict the predictions of the VarianceSplit,
Weighted VarianceSplit, MinimaxSplit, cyclic MinimaxSplit for L1 (top row) and L2 (bottom row) decision
trees. All trees are fitted with a max depth of 10.

smoother reconstruction with better preservation of large-scale features and edges, particularly evident in
the feather of the subject’s outline. The L2 VarianceSplit method (RMSE=0.138452) results in a slightly
smoother output compared to its L1 counterpart, but still exhibits noticeable blockiness. The L2 Minim-
axSplit approach (RMSE=0.113193) achieves the lowest RMSE, producing a reconstruction that balances
smoothness with feature preservation, especially apparent in the gradual shading of the astronaut’s shoulder
and the nuanced details around her head. The superior performance of the MinimaxSplit criteria, especially
with the L2 norm, can be attributed to its focus on minimizing worst-case errors. This strategy is partic-
ularly effective for image denoising, where it helps preserve important structural elements while smoothing
out noise.

Unlike traditional methods that select the best feature at each split based solely on immediate error
reduction, the cyclic MinimaxSplit method systematically cycles through the available features as the tree
grows. At different levels of the tree, different features are chosen for splitting, based on a pre-determined
order or cyclic pattern. This ensures that all features are considered fairly and thus reduces the risk of the
model becoming overly dependent on a small subset of features. The cyclic nature emphasizes on modeling
each dimension of the underlying function while avoiding heterogeneity across dimensions, which can be
particularly beneficial in multivariate cases where feature correlations are complex.

3.4.4 From single tree to ensemble

Although a single decision tree can capture patterns in data through hierarchical partitioning, it often
suffers from high variance in predictions, which makes it sensitive to small changes in the training dataset.
To address these limitations, an ensemble approach can be utilized to combine multiple decision trees,
leading to improved stability and predictive accuracy. In this section, we extend the MinimaxSplit and
cyclic MinimaxSplit methods to an ensemble context.

The ensemble method we consider here is the random forest (Breiman et al., 1984), which aggregates
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multiple decision trees to improve the precision and robustness of the prediction. Each tree is grown to a
fixed depth k, and different combinations of splitting criteria are used to determine how each subset of the
data is partitioned. The ensemble predictions are then averaged to provide the final output (see Algorithm
1 in Appendix C).

Specifically, we use the MinimaxSplit, cyclic MinimaxSplit, and VarianceSplit algorithms as the base
learners in a random forest setting. Each tree in the ensemble is trained on a bootstrap sample of the
original dataset and predictions are made by averaging the output of individual trees, effectively reducing
the overall variance of the model. The model aims to maintain a balance between bias and variance by
taking advantage of the strengths of each base model while averaging individual weaknesses.

L2 norm

L1 norm

Figure 4: Predictions and true function values of (30), visualized using heatmaps. Top Row: The first
subplot shows the heatmap of the true function values across the input space, serving as the benchmark for
evaluating the models. The next three subplots depict the predictions of the variance-based decision tree,
minimax decision tree, and cyclic minimax decision tree (depth k = 10 with L1 (top) and L2 (bottom) norm),
respectively. Each plot is annotated with the corresponding MSE to quantitatively assess the accuracy.
Bottom Row: The final four subplots visualize the predictions from four different random forest models
(using Algorithm 1 of Appendix C), each built with varying combinations of the three error methods. Again,
each plot is labeled with the MSE to facilitate direct comparison.

We apply the above ensemble approach in the same setting as in Section 3.4.2. The experiment in Figure
4 involves training multiple regression models (VarianceSplit, MinimaxSplit, and cyclic MinimaxSplit) and
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ensemble models on the generated dataset. The results demonstrate that the MinimaxSplit+MinimaxSplit
ensemble outperforms the traditional variance-based tree in terms of MSE, particularly in scenarios where
the data distribution is non-uniform. Further discussions on a weighted aggregation regime will be provided
in Appendix B.3.

4 Contribution and Future Work

In this study, we introduced a novel decision tree splitting strategy, the MinimaxSplit algorithm, along
with its multivariate variant, the cyclic MinimaxSplit algorithm. Unlike traditional VarianceSplit methods,
which aim to reduce overall variance in the children nodes, our MinimaxSplit algorithm seeks to minimize
the maximum variance within the split partitions, thereby reducing the risk of overly biased partitions. The
cyclic MinimaxSplit algorithm further ensures that each dimension is used in a balanced manner throughout
the tree construction process, avoiding dominance by a subset of features.

A key theoretical result of this study is that the cyclic MinimaxSplit algorithm achieves an exponential
MSE decay rate of given sufficient data samples, without requiring additional variance decay assumptions
(Theorem 9). Furthermore, we derived empirical risk bounds for this method, establishing its robustness in
different settings (Theorem 10). Along the same lines of techniques, we prove novel results on the convergence
rates of univariate partition-based martingale approximations, which are of their own interest.

In addition to single-tree regression analysis, we explored ensemble learning approaches, where we com-
bined decision trees constructed using MinimaxSplit, cyclic MinimaxSplit, and VarianceSplit methods within
a random forest framework. The results demonstrated that a hybrid approach leveraging different splitting
techniques yields superior performance, particularly when dealing with non-uniform data distributions (Sec-
tion 3.4.4). These findings suggest that the MinimaxSplit approach can provide more stable and adaptive
decision trees compared to traditional methods, especially in high-dimensional settings.

Future research could explore the MinimaxSplit algorithm in classification tasks, particularly for imbal-
anced datasets. We expect that an adaptive splitting strategy could replace cyclic selection, dynamically
adjusting to feature importance. These directions may refine the theoretical foundations of MinimaxSplit
and broaden its practical applications in high-dimensional and complex learning environments.
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A Proofs and further results

A.1 Proof of Theorem 3

Variance martingale

Proof for the variance martingale. The first observation is that the split location is precisely the middle
point of the two means of the two descendants. This is a special case of Theorem 1 of Ishwaran (2015)
applied with f monotone and X ∼ U(0, 1), but for completeness, we provide a full argument here with our
notation. To see this, consider (without loss of generality by shifting) the law of U with mean zero, and
let u = u∗ be the optimal split location. Let p1, p2 and m1,m2 be the associated one-step probabilities and
locations in the binary tree representation. Since the second moment E[M2

1 ] is maximized, we must have

0 =
d

du
E[M2

1 ] |u∗=
d

du
(p1m

2
1 + p2m

2
2) |u∗ . (32)

Observe that

dp1
du

= −dp2
du

=
dPU

du

and

dm1

du
|u∗=

(u∗ −m1)

p1

dPU

du
|u∗ ;

dm2

du
|u∗=

(m2 − u∗)
p2

dPU

du
|u∗ .

Inserting into (32) leads to

dPU

du
|u∗

(
m2

1 −m2
2 + 2m1(u∗ −m1)− 2m2(u∗ −m2)

)
= 0,

which simplifies into m1 +m2 = 2u∗ (in the case dPU/du(u∗) = 0, we replace u∗ with the closest point of
u∗ to suppU and this does not change the values of p1, p2,m1,m2). This fact will be frequently used in the
following.

At level k, E[(Mk−1 −Mk)
2] is a sum of 2k terms in the binary tree representation (10), which we may

rewrite as
∑

j pjd
2
j using a change of variable. This corresponds to the 2k edges (indexed by [2k]) in the

binary tree between levels k−1 and k, and pj represents the probabilities of the edge j and dj is the location
difference between the end vertices of the edge, or the length of the edge. Our goal is to bound from above

E[(Mk−1 −Mk)
2] =

2k∑
j=1

pjd
2
j .
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The key is first to bound the quantity

max
1⩽j⩽2k−1

(p2j−1d
2
2j−1 + p2jd

2
2j).

That is, the variance increases by splitting the j-th mass at level k − 1 (which is the common ancestor of
the (2j − 1)-th and (2j)-th masses). By the martingale property,

p2j−1d2j−1 = p2jd2j .

It follows that

p2j−1d
2
2j−1 + p2jd

2
2j = (p2j−1 + p2j)d2j−1d2j . (33)

The general strategy to analyze the quantity (33) is to start from an arbitrary mass/node M at level k − 1,
trace back its ancestors, and bound from above the probability of the mass (which is p2j−1+p2j in the above
expression) and the upper bounds for the length of the edges (which is d2j−1, d2j).

The path leading to a mass M at level k − 1 in the binary tree representation (10) consists of k nodes:
∅ = N0,N1, . . . ,Nk−1 = M, where Nj ∈ Vj . We denote the lengths of the edges connecting the node Nj−1

to its two descendants on level j by aj , bj , j ∈ [k− 1], where bj = |ℓNj−1
− ℓNj

|. It follows by the martingale
property that the mass M has probability

k−1∏
j=1

qj :=

k−1∏
j=1

aj
aj + bj

. (34)

The lengths of the edges of M are the mean distances of its children, which are bounded by the distances
from

∑k−1
j=1 bj (the location of M) to the endpoints of the interval that M carries in the splitting process.

Therefore, it is natural to update these two distances as we trace the path from the root of the tree down to
the node M.

Let a0 = b0 = 1 ⩾ supU − inf U . We consider the following algorithm, which starts from the tuple
(a0, b0, a1, b1, q1) and updates it k − 1 times for each j ∈ [k − 1] when we trace the path down to M. At
step j, the tuple represents the two pairs (ak, bk), (aj , bj) that govern the maximum length of the edges of
the j-th node (that is, the distance from its location to the boundaries of the intervals this node represents)
for a certain j ∈ [k − 1], as well as the probability weight qj multiplied at this step. In a generic setting,
suppose that we have (ak, bk, aj , bj , qj) updated at the node Nj ∈ Vj . This means that the edges forming
ak+1, . . . , aj are all on one side of the path since only the last one of these contributes to the bound. Now
when updating the node at level j + 1 there are two cases:

(i) aj+1 and aj are on the same side. We update (ak, bk, aj , bj , qj) with (ak, bk, aj+1, bj+1, qj+1), where
aj+1 ⩽ (aj + bj)/2 and bj+1 ⩽ (ak + bk)/2 (they are the two edges) and qj+1 = aj+1/(aj+1 + bj+1);

(ii) aj+1 and aj are on distinct sides. We update (ak, bk, aj , bj , qj) with (aj , bj , aj+1, bj+1, qj+1), where
bj+1 ⩽ (aj + bj)/2, aj+1 ⩽ (ak + bk)/2, and qj+1 = aj+1/(aj+1 + bj+1).

Here, we have used (34) and the fact that m1 +m2 = 2x∗ where x∗ is the split location.

Let (a, b, a′, b′, q) be generic entries of the tuple and (â, b̂, â′, b̂′, q̂) be the updated tuple, where we recall

q̂ = â′/(â′ + b̂′). We claim that

(â+ b̂)(â′ + b̂′)

(a+ b)(a′ + b′)
⩽

1

2q̂
. (35)

To see this, we separately consider the two cases above.

• In case (i), â = a and b̂ = b, and

â′ + b̂′ = aj+1 + bj+1 =
aj+1

q̂
⩽
aj + bj

2q̂
=
a′ + b′

2q̂
.
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• In case (ii), â = a′ and b̂ = b′, and

â′ + b̂′ = aj+1 + bj+1 =
aj+1

q̂
⩽
ak + bk

2q̂
=
a+ b

2q̂
.

This proves the claim.
Recall that our goal is to bound (33). The probability of the mass at each step is multiplied by q, and

the edge lengths are bounded by (a+ b)/2 and (a′ + b′)/2. By the above claim, their product multiplies by
at most 1/2 each time we update the tuple. We have thus shown that

max
1⩽j⩽2k−1

(p2j−1d
2
2j−1 + p2jd

2
2j) ⩽ 21−k. (36)

Observe also that
∑

j pj = 1 and
∑

j dj ⩽ supU − inf U ⩽ 1 (because the edges at a single level cannot
intersect each other since they represent the conditional means of U in disjoint intervals). By Hölder’s
inequality,

E[(Mk−1 −Mk)
2] =

2k∑
j=1

pjd
2
j ⩽

( 2k∑
j=1

pjd
3
j

)2/3( 2k∑
j=1

pj

)1/3

⩽
(
max
j∈[2k]

(pjd
2
j )

2k∑
j=1

dj

)2/3
⩽ max

j∈[2k]
(pjd

2
j )

2/3 ⩽ 2−2(k−1)/3.

(37)

By the martingale property, we then have

E[(U −Mk)
2] =

∞∑
j=k

E[(Mj −Mj+1)
2] ⩽

∞∑
j=k

2−2j/3 ⩽
2−2k/3

1− 2−2/3
⩽ 2.71 · 2−2k/3,

as desired.

Simons martingale

Proof for the Simons martingale. It is noted in Zhang et al. (2024) that the Simons martingale satisfies
the separated tree condition (i.e., the branches of the tree representation from all different levels, when
projected onto the real line as intervals, are either disjoint or have a containment relationship), which is a
consequence of the construction. We follow a similar argument to the variance martingale. Consider a node
M at level k − 1 and a path (∅ = N0, . . . ,Nk−1 = M) leading to M, where ∅ denotes the root of a binary
tree. We provide an algorithm that recursively defines the tuples (Aj , Bj , qj), 0 ⩽ j ⩽ k − 1 for each node
Nj , 0 ⩽ j ⩽ k−1 on that path, from root to M. The quantities Aj and Bj represent the maximum possible
lengths of the two edges emanating from a node Nj , and q represents the one-step splitting probability
leading to Nj , based on the constraints from the separated tree property.

We start from (A1, B1, q1) = (1, 1, 1). Again, denote the lengths of the edges connecting the node Nj−1

to its two descendants at level j by aj , bj , j ∈ [k − 1], where bj = |ℓNj−1
− ℓNj

|. Consider the node Nj at
level j. Then (Aj , Bj , qj) must be of the form (while not distinguishing the order of Aj and Bj)

(Aj , Bj , qj) =
(
bi −

j∑
ℓ=i+1

bℓ, bj ,
aj

aj + bj

)
for some i ⩽ j − 1. This happens when the edges ai+1, . . . , aj lie on the same side of the path (N1, . . . ,Nk).
For the descendant Nj+1 of Nj , there are two possibilities:

(i) if aj+1 is on the same side of the path as aj , we define

(Aj+1, Bj+1, qj+1) =
(
bi −

j+1∑
ℓ=i+1

bℓ, bj+1,
aj+1

aj+1 + bj+1

)
,

where aj+1 ⩽ bj ;
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(ii) otherwise, we define

(Aj+1, Bj+1, qj+1) =
(
bj − bj+1, bj+1,

aj+1

aj+1 + bj+1

)
,

where aj+1 ⩽ bi −
∑j

ℓ=i+1 bℓ.

The choice of (Aj+1, Bj+1, qj+1) is justified by the separated tree property.
Let qj+1 = aj+1/(aj+1 + bj+1). We next express the ratio Aj+1Bj+1/(AjBj) after the update in step

j + 1 using qj+1. We have in case (i) that(
bi −

∑j+1
ℓ=i+1 bℓ

)
bj+1(

bi −
∑j

ℓ=i+1 bℓ

)
bj

⩽
bj+1

bj
⩽
bj+1

aj+1
=

1

qj+1
− 1,

and in case (ii),

(bj − bj+1)bj+1(
bi −

∑j
ℓ=i+1 bℓ

)
bj

⩽
bj+1

bi −
∑j

ℓ=i+1 bℓ
⩽
bj+1

aj+1
=

1

qj+1
− 1.

In both cases, Aj+1Bj+1/(AjBj) ⩽ 1/qj+1 − 1. In other words, the contribution of the two edges of M is
upper bounded by

AkBk

k−1∏
ℓ=1

qℓ =

k−1∏
ℓ=1

AℓBℓ

Aℓ−1Bℓ−1

k−1∏
ℓ=1

qℓ ⩽
k−1∏
ℓ=1

( 1

qℓ
− 1
)
qℓ =

k−1∏
ℓ=1

(1− qℓ),

where we recall that {qℓ}1⩽ℓ⩽k−1 are the one-step probabilities leading to M. On the other hand, we also

know that the probability that an edge of M carries must be bounded by
∏k−1

ℓ=1 qℓ. Therefore, we conclude
that, with the decomposition

E[(Mk−1 −Mk)
2] =

2k∑
j=1

pjd
2
j ,

it holds that for each j ∈ [2k], there exist {qℓ}1⩽ℓ⩽k−1 such that

pjd
2
j ⩽

k−1∏
ℓ=1

(1− qℓ) and pj ⩽
k−1∏
ℓ=1

qℓ.

Multiplying the two inequalities leads to

pjdj ⩽

√√√√k−1∏
ℓ=1

qℓ(1− qℓ) ⩽ 21−k.

Since this holds uniformly in j, we conclude that

E[(Mk−1 −Mk)
2] =

2k∑
j=1

pjd
2
j ⩽ max

j∈[2k]
(pjdj)

2k∑
j=1

dj ⩽ 21−k.

By the martingale property,

E[(Mk − U)2] =

∞∑
j=k

E[(Mj −Mj+1)
2] ⩽

∞∑
j=k

2−j ⩽ 21−k.

This completes the proof.
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Minimax martingale

Proof for the minimax martingale. At level k, there are 2k vertices (denoted by j ∈ [2k]) in the binary tree
representation of the partition-based martingale approximation. Denote the probabilities of the vertices by
pj (which correspond to P(U ∈ Aj), Aj ∈ πk) and the locations by ℓj . It follows that

E[(U −Mk)
2] =

2k∑
j=1

pjE[(U − ℓj)2 | U ∈ Aj ] =:

2k∑
j=1

pjd
2
j .

Note that
∑

j pj = 1 and
∑

j dj ⩽ supU − inf U ⩽ 1. It follows analogously as the Hölder’s inequality
argument in (37) that

E[(U −Mk)
2] ⩽ max

j∈[2k]
(pjd

2
j )

2/3.

Let ϕ(u) = P(U < u)Var(U | U < u) and ψ(u) = P(U ⩾ u)Var(U | U ⩾ u). Note that ϕ is increasing
and ψ is decreasing in u, and both functions are continuous if we assume that U is atomless. Recall by the
minimax property that at each step we pick a u ∈ R such that max{ϕ(u), ψ(u)} is minimized. This means
that ϕ(u) = ψ(u). Since Var(U) ⩾ ϕ(u) + ψ(u), we have both ϕ(u) ⩽ Var(U)/2 and ψ(u) ⩽ Var(U)/2.
Inductively, we have for any k, max(pjd

2
j ) ⩽ 2−kVar(U) ⩽ 2−2−k. Combining the above, we arrive at

E[(U −Mk)
2] ⩽ max

j∈[2k]
(pjd

2
j )

2/3 ⩽ 2−4/32−2k/3 ⩽ 0.4 · 2−2k/3,

as desired.

Median martingale

Proof for the median martingale. In the same setting as in the minimax case, we write

E[(U −Mk)
2] =

2k∑
j=1

pjd
2
j ,

where
∑

j pj = 1 and
∑

j dj ⩽ 1. We further know that maxj pj = 2−k by the median splitting construction.
Therefore,

E[(U −Mk)
2] =

2k∑
j=1

pjd
2
j ⩽ 2−k

2k∑
j=1

d2j ⩽ 2−k,

as desired.

A.2 Examples of optimal rates for partition-based martingale approximations

In the following two examples, we show that the geometric rates in Theorem 3 are optimal for the Simons
and median martingales.

Example 11 (Rate r = 1/2 is optimal for the Simons martingale). Fix an arbitrary s ∈ (1/2, 1) and let U
satisfy P(U = −1) = 1− s and for J ⩾ 0,

P
(
U =

J∑
j=1

(
1− s
s

)j
)
= sJ+1(1− s).

It follows that U is a bounded random variable. Next, we compute that

E
[
U | U ⩾

J∑
j=1

(
1− s
s

)j
]
=

( ∞∑
ℓ=J

sℓ+1(1− s)
)−1 ∞∑

ℓ=J

sℓ+1(1− s)
ℓ∑

j=1

(
1− s
s

)j

25



= s−(J+1)
∞∑
ℓ=J

sℓ+1(2s− 1)(1 + (
1− s
s

)ℓ)

=
s−(J+1)(2s− 1)sJ+1

1− s
+
s−(J+1)(2s− 1)s

1− (1− s)

=

J+1∑
j=1

(
1− s
s

)j .

It is then straightforward to verify that in the Simons martingale {Mk}k⩾0, each Mk+1 −Mk is supported
on the set {0,−((1 − s)/s)k, ((1 − s)/s)k+1}, where P(Mk+1 − Mk = −((1 − s)/s)k) = (1 − s)sk and
P(Mk+1 −Mk = ((1− s)/s)k+1) = sk+1. It follows that

E[(Mk+1 −Mk)
2] = (1− s)2k+1s−(k+1) ≍ (

(1− s)2

s
)k.

In other words, the rate r is given by r = (1 − s)2/s. If s is picked close to 1/2, r can be made close
enough to 1/2. Therefore, r = 1/2 is the optimal rate parameter. This example is illustrated with an atomic
distribution U , but a slight twist also leads to an example for an absolutely continuous law U .

Example 12 (Rate r = 1/2 is optimal for the median martingale). Let s ∈ (0, 1) and a bounded random
variable U satisfy

P
(
U =

k−1∑
j=1

sj−1 − sk−1
)
= 2−k, k ⩾ 1.

Next, we compute that

E
[
U | U ⩾

k∑
j=1

sj−1 − sk
]
= 2k

∞∑
ℓ=k+1

2−ℓ

( ℓ−1∑
j=1

sj−1 − sℓ−1

)

= 2k
∞∑

ℓ=k+1

2−ℓ(
1

1− s
− sℓ−1(2− s)

1− s
)

=
1

1− s
− 2− s
s(1− s)

sk+1/2

1− s/2

=

k∑
j=1

sj−1.

Note also that
k∑

j=1

sj−1 − sk <
k∑

j=1

sj−1 <

k+1∑
j=1

sj−1 − sk+1.

It is then straightforward to verify that the law ofMk+1−Mk is supported on {0,±sk} with P(Mk+1−Mk =
sk) = P(Mk+1 −Mk = −sk) = 2−(k+1). We then obtain that

E[(Mk+1 −Mk)
2] = 2−ks2k.

In other words, the rate r = s2/2 has a limit 1/2 as s→ 1 from below; hence, the optimal rate is 1/2. Again,
a simple twist yields similar examples, where the law of U is absolutely continuous.

A.3 Proofs of Theorems 4 and 5

Proof of Theorem 4. Let suppM1 = {x, y} where x < y. Take M > sup{x, y}. Let τ+M be the first hitting
time to {x : x ⩾ M}, τ−M be the first hitting time to {x : x ⩽ −M}, and τM = min{τ+M , τ

−
M}. It is

straightforward to prove (see Zhang et al. (2024)) that for some r ∈ (0, 1) and C > 0,

E[(U −Mk)
2] ⩽ E[1{τM<∞}U

2] + CM2rk.
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Since the supports of {Mk}k⩾0 correspond to the means of U conditioned on nested partitions of R, we have
τ+M < ∞ implies Mk ⩾ x for all k ⩾ 0 and M1 = y. Therefore, conditional on the event τ+M < ∞, X is a
martingale that is bounded from below by x. By Ville’s inequality,

P(τ+M <∞) ⩽ P(τ+M <∞ |M1 > x)

= P
(
sup
k⩾0

Mk ⩾M |M1 > x

)
⩽

E[U |M1 > x]− x
M − x

= O(M−1).

Similarly, the same analysis holds for τ−M . Hence, we conclude that P(τM < ∞) = O(M−1). The rest
follows line by line as in Zhang et al. (2024), which we sketch for completeness. By Hölder’s inequality,
E[1{τM<∞}U

2] = O(M−δ′) for some δ′ > 0. With the choices M = r−k/(2+δ′) and q = rδ
′/(2+δ′) ∈ (0, 1), we

have that for some C > 0,

E[(U −Mk)
2] ⩽ C(M−δ′ +M2rk) ⩽ Cq−k.

The final statement follows immediately from the martingale convergence theorem.

Proof of Theorem 5. First, we claim that the split points for the nested partitions {πk} are dense. Indeed,
for both martingales, we have shown that the variances on each component in the partition πk go to zero
uniformly as k →∞. If the split points were not dense, some element in the partition would cover an interval
of positive length, on which the variance of U cannot vanish since we assumed inf f > 0 and sup f < ∞.
Therefore, for any ε > 0, there exists k such that the k-th partition πk is such that on each interval A ∈ πk,
supA f ⩽ (1 + ε) infA f .

Since one-step variance is always better than one-step minimax, it remains to show that for an interval
A with supA f ⩽ (1 + ε) infA f , there exists C(ε) ↓ 1/4 as ε > 0 such that at each step the total variance
reduces by a factor of C(ε) for the minimax martingale.

To see this, without loss of generality we start from U supported on [0, 1] (meaning that P(U ∈ [0, 1]) = 1)
whose density takes values in [1, 1 + ε] (we may normalize afterwards to a probability measure, which we
omit). Then for any interval [a, b] ⊆ [0, 1],

E[U | U ∈ [a, b]] ∈
[
a+

1

2 + ε
(b− a), a+ 1 + ε

2 + ε
(b− a)

]
.

Therefore,

P(U ∈ [a, b])Var(U | U ∈ [a, b]) ⩽ sup
m∈[a+ 1

2+ε (b−a), a+ 1+ε
2+ε (b−a)]

∫ b

a

(1 + ε)(x−m)2dx

⩽
2(1 + ε)4

3(2 + ε)3
(b− a)3.

Similarly,

P(U ∈ [a, b])Var(U | U ∈ [a, b]) ⩾ inf
m∈[a+ 1

2+ε (b−a), a+ 1+ε
2+ε (b−a)]

∫ b

a

(x−m)2dx ⩾
1

12
(b− a)3.

It follows that the split point x∗ ∈ [0, 1] must satisfy

1

12
x3∗ ⩽

2(1 + ε)4

3(2 + ε)3
(1− x∗)3 and

1

12
(1− x∗)3 ⩾

2(1 + ε)4

3(2 + ε)3
x3∗.

Therefore, for some aε → 0, |x∗ − 1/2| ⩽ aε.
A direct computation yields Var(U) ⩾ 1

12 . The total remaining variance E[(U −M1)
2] is bounded by

E[(U −M1)
2] ⩽

2(1 + ε)4

3(2 + ε)3
(x3∗ + (1− x∗)3) ⩽

4(1 + ε)4

3(2 + ε)3
(
1

2
+ aε)

3.

Hence, as ε→ 0, the ratio becomes

E[(U −M1)
2]

Var(U)
⩽

2(1 + ε)4

(2 + ε)3
(1 + 2aε)

3 → 1

4
,

as desired.
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A.4 Proofs of results from Section 3

Lemma A.1. Let δ > 0. Then for any coupling (X,Y ) with X ⩾ E[Y ], it holds that

Var(Y ) ⩽ (1 + δ)E[(X − Y )2] +
(1 + δ)3

δ3
(sup suppX − inf suppX)2. (38)

Proof. Let C = (1 + δ)3/δ3. Without loss of generality, we assume that E[Y ] = 0. Equivalent to (38) is

(1 + δ)E[X2]− 2(1 + δ)E[XY ] + δE[Y 2] + C(sup suppX − inf suppX)2 ⩾ 0.

After completing the square, it remains to show

E
[
(
√
δ Y − 1 + δ√

δ
X)2

]
+
(
C(sup suppX − inf suppX)2 − 1 + δ

δ
E[X2]

)
⩾ 0. (39)

If sup suppX/ inf suppX ⩾ (1−
√
(1 + δ)/(Cδ))−1, the second term is always non-negative and hence (39)

holds. Otherwise, since C = (1 + δ)3/δ3,

(1 + δ)(inf suppX)2 ⩾ (1 + δ)(1−
√
(1 + δ)/(Cδ))(sup suppX)2 ⩾ (sup suppX)2.

It follows that

E
[
(
√
δ Y − 1 + δ√

δ
X)2

]
⩾ E

[√
δ Y − 1 + δ√

δ
X
]2

=
(1 + δ)2

δ
E[X]2 ⩾

(1 + δ)2

δ
(inf suppX)2 ⩾

(1 + δ)

δ
(sup suppX)2 ⩾

1 + δ

δ
E[X2].

This shows (39) and thus proves (38).

Proof of Theorem 6. We divide the proof into three steps.

Step I: reducing to an inequality involving Var(Y ). We claim that it suffices to prove

E[(Y −Mk)
2] ⩽ inf

g∈G

(
(1 + δ)E[(Y − g(X))2] + (1 + δ−1)2−2⌊k/d⌋/3(∥g∥TV Var(Y ))2/3

)
. (40)

To this end, we need an upper bound of Var(Y ). Fix g ∈ G and let g∗ := (sup g + inf g)/2. By Minkowski’s
inequality,

Var(Y )1/2 = min
y∈R

E[(Y − y)2]1/2 ⩽ E[(Y − g∗)2]1/2 ⩽ E[(Y − g(X))2]1/2 + E[(g(X)− g∗)2]1/2

⩽ E[(Y − g(X))2]1/2 +
1

2
∥g∥TV .

(41)

Squaring both sides yields that for any δ > 0,

Var(Y ) ⩽ (1 + δ)E[(Y − g(X))2] +
1 + δ−1

4
∥g∥2TV ,

where we have used (a+ b)2 ⩽ (1 + δ)a2 + (1 + δ−1)b2. It follows that

∥g∥2/3TV Var(Y )2/3 ⩽ ∥g∥2/3TV

(
(1 + δ)2/3E[(Y − g(X))2]2/3 +

(1 + δ−1

4

)2/3
∥g∥4/3TV

)
⩽

2(1 + δ)

3
E[(Y − g(X))2] +

(
1

3
+
(1 + δ−1

4

)2/3)
∥g∥2TV ,

(42)

where we have used the inequality x1/3y2/3 ⩽ x/3+2y/3, which follows from the concavity of logarithm and
Jensen’s inequality. Inserting (42) into (40) yields (24).
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Step II: decomposition of the risk. It remains to establish (40). Denote by πk = {Ij}j∈Jk
the partition

of Rd formed at level k from the cyclic minimax construction. Note that by construction, #Jk ⩽ 2k

and Mk | X ∈ Ij is a piecewise constant random variable, which takes a constant value yk,j inside the
interval Ij , so Mk1{X∈Ij} = yk,j1{X∈Ij}. By definition, yk,j = E[Y | X ∈ Ij ]. Define gj = g|Ij , so that
∥g∥TV =

∑
j ∥gj∥TV. Define Ran(gj) = [inf gj , sup gj ] and recall that ∆gj = sup gj − inf gj ⩽ ∥gj∥TV.

The key step is to decompose the local mean-squared error E[(Y −Mk)
2
1{X∈Ij}] into two parts for each

j, with the help of Lemma A.1. Next, we claim that

E[(Y −Mk)
2
1{X∈Ij}] = E[(Y − yk,j)21{X∈Ij}] ⩽ Uj + Vj , (43)

where Uj , Vj are defined in the following. We divide into two separate cases depending on the location of
yk,j :

(i) yk,j ∈ Ran(gj). Define Uj = (1+δ)E[(Y −g(X))21{X∈Ij}] and Vj = (1+δ−1)E[(g(X)−yk,j)21{X∈Ij}].

(ii) yk,j ̸∈ Ran(gj). Define Uj = (1 + δ)E[(Y − g(X))21{X∈Ij}] and Vj = pj(∆gj)
2(1 + δ)3/δ3.

In case (i), (43) follows immediately from the polarization identity (a + b)2 ⩽ (1 + δ)a2 + (1 + δ−1)b2. On
the other hand, for case (ii), (43) follows by applying Lemma A.1 to the coupling (g(X), Y ) | X ∈ Ij and
using that yk,j = E[Y | X ∈ Ij ]. This completes the proof of (43).

Step III: controlling
∑

j Uj and
∑

j Vj. We have by construction and (43) that

E[(Y −Mk)
2] =

∑
j∈Jk

E[(Y −Mk)
2
1{X∈Ij}] ⩽

∑
j∈Jk

Uj +
∑
j∈Jk

Vj . (44)

The first term is easy to control by definition:∑
j∈Jk

Uj =
∑
j∈Jk

(1 + δ)E[(Y − g(X))21{X∈Ij}] = (1 + δ)E[(Y − g(X))2]. (45)

To control
∑

j Vj , we apply the same Hölder’s inequality argument as in the proof of Theorem 3 in the
minimax case. We have∑

j∈Jk

Vj ⩽
( ∑

j∈Jk

pj
(Vj
pj

)3/2)2/3( ∑
j∈Jk

pj

)1/3

⩽

(
(max
j∈Jk

Vj)
∑
j∈Jk

√
Vj
pj

)2/3

⩽

(
(max
j∈Jk

E[(Y −Mk)
2
1{X∈Ij}])

∑
j∈Jk

√
Vj
pj

)2/3

.

(46)

To further bound the right-hand side of (46), we recall from (21) that as a consequence of the marginally
atomless property,

max
j∈Jk

E[(Y −Mk)
2
1{X∈Ij}] ⩽ 2−kVar(Y ). (47)

Next, we claim that √
Vj
pj

⩽ (1 + δ−1)3/2∆gj . (48)

This is immediate for case (ii) above (when yk,j ̸∈ Ran(gj)). By definition and using yk,j ∈ Ran(gj), we have
for case (i) above (when yk,j ∈ Ran(gj)),

Vj ⩽ (1 + δ−1)pj(∆gj)
2 < pj(1 + δ−1)3(∆gj)

2,
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as desired. On the other hand, suppose that k = dq + r for some integer q and 0 ⩽ r < d, and denote by πk
the resulting partition of Rd. Observe (by induction on q, r, and elementary geometry) that∑

A∈πk

(
sup
x∈A

g(x)− inf
x∈A

g(x)
)
⩽ 2q(d−1)+r ∥g∥TV .

In other words, we have that for k ∈ N,∑
j∈Jk

∆gj =
∑
A∈πk

(
sup
x∈A

g(x)− inf
x∈A

g(x)
)
⩽ 2k−⌊k/d⌋ ∥g∥TV , (49)

where ⌊·⌋ is the floor function. Combined with (48), we arrive at

∑
j∈Jk

√
Vj
pj

⩽ (1 + δ−1)3/22k−⌊k/d⌋ ∥g∥TV .

Inserting into (46) gives∑
j∈Jk

Vj ⩽ ((1 + δ−1)3/22k−⌊k/d⌋ ∥g∥TV 2−kVar(Y ))2/3 ⩽ (1 + δ−1)2−2⌊k/d⌋/3(∥g∥TV Var(Y ))2/3. (50)

Finally, inserting (45) and (50) into (44) yields

E[(Y −Mk)
2] ⩽ (1 + δ)E[(Y − g(X))2] + (1 + δ−1)2−2⌊k/d⌋/3(∥g∥TV Var(Y ))2/3.

This proves (40) and hence concludes the proof.

Proof of Remark 8. The bound (41) can be improved to

Var(Y )1/2 ⩽ E[(Y − g(X))2]1/2 +
1

2
∆g.

Inserting the following inequality (which follows from (a+ b)p ⩽ 2p−1(ap + bp) for a, b ⩾ 0 and p ⩾ 1)

Var(Y )2/3 ⩽ 21/3E[(Y − g(X))2]2/3 + 2−2/3(∆g)4/3

into (40) yields (25).

Proof of Theorem 9. The only difference from the proof of Theorem 6 is (47), since for non-marginally
atomless measures (20) and (21) may not hold. Instead, by our assumptions, (20) is be replaced by

max
{
P(X ∈ A, Xj < x̂j)E[(Y − E[Y | X ∈ A, Xj < x̂j ])

2
1{X∈A,Xj<x̂j}],

P(X ∈ A, Xj ⩾ x̂j)E[(Y − E[Y | X ∈ A, Xj ⩾ x̂j ])
2
1{X∈A,Xj⩾x̂j}]

}
⩽

1

2
P(X ∈ A)E[(Y − E[Y | X ∈ A])21{X∈A}] +

M2

N
,

because adding an atom of weight ⩽ 1/N to a node increases the risk by at most M2/N . As a consequence,
if we denote by

uk := max
A∈πk

P(X ∈ A)E[(Y − E[Y | X ∈ A])21{X∈A}],

then uk satisfies the recursive inequalities

uk+1 ⩽
uk
2

+
M2

N
, k ⩾ 0; u0 = Var(Y ).
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To solve this, let vk := uk − 2M2/N . Suppose that u0 ⩾ 2M2/N . Then vk satisfies vk+1 ⩽ vk/2 and
v0 ⩽ Var(Y ). It follows that vk ⩽ 2−kVar(Y ) for all k ⩾ 0, and hence

max
A∈πk

P(X ∈ A)E[(Y − E[Y | X ∈ A])21{X∈A}] = uk ⩽ 2−kVar(Y ) +
2M2

N
. (51)

It is also easy to check that (51) is also satisfied for the case u0 < 2M2/N , that is, (51) holds in general.
Replacing (47) by (51) leads to

E[(Y −Mk)
2] ⩽ inf

g∈G

(
(1 + δ)E[(Y − g(X))2] + (1 + δ−1)2−2⌊k/d⌋/3

(
∥g∥TV (Var(Y ) + 2k+1M

2

N
)
)2/3)

.

Applying concavity of the function x 7→ x2/3 for x > 0, (42), and that

∥g∥2/3TV

(
2k+1M

2

N

)2/3
⩽
∥g∥2TV

3
+

2k+2

3

M2

N
,

we obtain (28).

Proof of Theorem 10. Note that if X∗ is marginally atomless, the assumption (27) for the coupling (X, Y ) in
Theorem 9 holds P∗-almost surely. Consequently, the proof is almost verbatim compared to Theorem 4.3 of
Klusowski and Tian (2024), by applying our Theorem 9 instead of Theorem 4.2 therein. The only difference
here is the extra term

(1 + δ−1)2−2⌊k/d⌋/3 2
k+2M2

3N

appearing in (28), where we remind the reader that M = sup suppY − inf suppY . Nevertheless, since the
proof of Theorem 4.3 of Klusowski and Tian (2024) deals first with the case with bounded data, we may
simply replace M by that bound. Specifically, the first part of the proof of Theorem 4.3 of Klusowski and
Tian (2024) assumes maxi |Yi| ⩽ U . We may set M = 2U and add the term

(1 + δ−1)2−2⌊k/d⌋/3 2
k+2M2

3N
⩽

2k+5U2

3N

in (B.28) therein (where we used δ ⩾ 2−2⌊k/d⌋/3). This extra term is carried until (B.34) therein, where it
can be absorbed by the term U42k log(Nd)/N therein. The rest of the proof remains unchanged.

B Further numerics

B.1 Convergence rates of partition-based martingale approximations

The experiments in Figure 5 are designed to compare the performance of four different partition-based
martingale approximation methods defined in Definition 1—minimax, median, Simons, and variance—based
on their ability to approximate a target function using nested partitions. The methods are applied to different
probability densities over a specified interval, and the results are visualized in a series of plots. We want to
evaluate how differently martingale approximation methods reduce the variance (or the second moment) of
a random variable Y that is distributed according to various density functions f . In Figure 5a, we consider
the density f of Y given by

f(x) =


1/51 if x ∈ [0, 0.9];

(1 + 104(x− 0.9))/51 if x ∈ [0.9, 1];

0 otherwise,

(52)

with four types of partition-based martingale approximations. The minimax method generally shows a
steeper decline in MSE in the initial stages, suggesting that it is effective at quickly reducing the worst-case
variance.

Furthermore, the second plot in Figure 5b shows the ratio of the remaining risk after each step normalized
by the variance of the previous step, as an indicator of rates of improvement as the tree grows deeper. The
behavior of these curves can be used to infer the asymptotic rates of convergence for each method, which
align with the theoretical analysis of Section 2.3.
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(a) Density given by (52) (b) Density given by f(x) = 11x10 on [0, 1]

Figure 5: Plots of the log-MSE, log2(E[(Y −Mk)
2]) versus the approximation depth k for four different

methods, where the density of the law Y is given: (a) by (52) and (b) by f(x) = 11x10 on [0, 1] and zero
otherwise. The right panel of (b) plots the ratios E[(Y −Mk+1)

2]/E[(Y −Mk)
2] for the four methods as a

function of k.

B.2 Higher dimensional input domain

Consider a dimension d ⩾ 1 that is a multiple of 4. The Powell function on n,

f(x) =

d/4∑
i=1

[(x4i−3 + 10x4i−2)
2 + 5(x4i−1 − x4i)2 + (x4i−2 − 2x4i−1)

4 + 10(x4i−3 − x4i)4],

with uniformly random samples on [0, 1]d, serves as an exemplary testbed for decision tree methods in
high-dimensional regression problems, offering a nuanced landscape of challenges that mirror real-world
complexities. In the dense design scenario (n > d > 100), the function’s inherent non-linearity and intricate
variable interactions push the boundaries of decision trees’ capabilities. The quartic terms in the function
introduce sharp curvatures in the response surface, necessitating sophisticated splitting strategies to approx-
imate these non-linear relationships accurately. Moreover, the coupling of variables in quartets creates a web
of local interactions that tests the trees’ ability to discern and model multivariable dependencies efficiently.

Table 1 presents a comprehensive comparison of three decision tree methods—Scikit-learn’s standard
implementation, VarianceSplit and MinimaxSplit—across various sample sizes n and dimensions d for the
Powell function. This data offers valuable insights into the performance characteristics of these methods
in both dense and sparse design scenarios. In the dense design regime (n > d), particularly evident in
the cases where the sample size (100, 1000 or 10000) exceeds the dimensionality (4, 16 or 64), we observe
relatively consistent performance across all three methods. This suggests that when data is abundant re-
lative to the input space, the choice of splitting criterion (be it the standard impurity measure used by
Scikit-learn, MinimaxSplit, or VarianceSplit) has less impact on the overall performance. However, as we
transition into sparse designs (d > n), exemplified by cases where dimensions (64, 256 or 1024) exceed the
sample size (10 or 100), more pronounced differences emerge. The MinimaxSplit method often demonstrates
superior performance in these high-dimensional, data-scarce scenarios. For instance, with 10 samples and
256 dimensions, the MinimaxSplit approach achieves an MSE of 8.91 × 104, outperforming both Scikit-learn
(1.07 × 105) and the VarianceSplit method (9.58 × 104). This aligns with the theoretical strengths of the
minimax criterion in handling sparse, high-dimensional data, where it can more robustly identify informat-
ive splits with limited samples. The VarianceSplit method generally performs comparably to Scikit-learn’s
implementation, which is expected given that both likely use variants of variance reduction as their splitting
criteria. However, in some sparse cases, the VarianceSplit method shows slight improvements, possibly due
to specific implementation details or hyperparameter choices. As dimension increases for a fixed sample size,
we observe a consistent increase in MSE across all methods, illustrating the challenges posed by the curse
of dimensionality. This effect is particularly pronounced in the transition from 64 to 256 dimensions, where
the MSE often increases by an order of magnitude or more. Interestingly, the performance gap between
methods narrows as the sample size increases, even in high-dimensional settings. For instance, with 1000
samples and 256 dimensions, all three methods achieve comparable MSE values (around 6.4 × 104). This
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Sample Size Dimension Sklearn VarianceSplit MinimaxSplit
10 4 4.48× 102 2.01× 102 2.57× 102

10 16 1.60× 104 1.52× 104 1.52× 104

10 64 3.70× 104 4.24× 104 3.79× 104

10 256 1.35× 105 1.24× 105 1.14× 105

10 1024 9.31× 105 8.04× 105 4.28× 105

100 4 5.49× 101 5.21× 101 5.31× 101

100 16 2.70× 103 2.67× 103 2.57× 103

100 64 1.99× 104 1.95× 104 2.20× 104

100 256 1.01× 105 1.02× 105 9.39× 104

100 1024 4.65× 105 4.29× 105 4.02× 105

1000 4 4.68× 101 4.65× 101 4.49× 101

1000 16 1.85× 103 1.85× 103 2.03× 103

1000 64 1.62× 104 1.62× 104 1.59× 104

1000 256 6.46× 104 6.47× 104 6.30× 104

1000 1024 2.94× 105 2.96× 105 2.88× 105

10000 4 4.61× 101 4.61× 101 4.63× 101

10000 16 1.87× 103 1.87× 103 1.97× 103

10000 64 1.36× 104 1.36× 104 1.43× 104

10000 256 6.22× 104 6.22× 104 6.11× 104

10000 1024 2.80× 105 2.80× 105 2.78× 105

Table 1: Comparison of Decision Tree Methods (max depth=3) using the Powell function without noise.
Scikit-learn’s DecisionTreeRegressor uses mean-squared Error (MSE) as its default splitting criterion, which
is equivalent to minimizing the variance of the target variable within each split and serve as a baseline
comparison here.

suggests that with sufficient data, the choice of splitting criterion becomes less critical and all methods can
effectively capture the underlying structure of the Powell function.

B.3 A weighted aggregation approach

The variance approach aims to create homogeneous subsets by minimizing the average squared difference
between the observed values and the mean value in each node. In contrast, the minimax criterion focuses on
minimizing the maximum error within each split, potentially leading to more balanced trees. The variance
criterion, similar to Scikit-learn’s MSE, seeks to minimize the overall variance in child nodes but can be
implemented with different loss norms (L1 or L2). Cyclic minimax, a variant of minimax, alternates through
features (i.e., the first and second coordinates) in a predetermined order for splitting, which can be beneficial
in high-dimensional spaces when the depth is larger than the input dimension, or when feature importance
is known a priori (e.g., the first coordinate is more heterogeneous).

These alternative criteria offer different trade-offs: minimax may be more robust to outliers and preserve
edges better in image processing tasks, variance (especially with L2 norm) often provides good average-
case performance, and cyclic minimax can ensure a more diverse use of features. Unlike Scikit-learn’s
implementation, which primarily optimizes for average error reduction, these custom criteria allow for more
specialized tree structures tailored to specific problem characteristics or performance goals.

Our novel random forest (see Algorithm 1 of Appendix C) implementation diverges from conventional
practices by introducing diverse splitting criteria and weighted aggregation. This approach is motivated by
our previous discussion that the recognition that different splitting criteria can capture various aspects of
data structure, while weighted aggregation can emphasize more accurate models in the final prediction. The
implementation incorporates Variance, Minimax, and cyclic Minimax splitting methods for different weak
learners within a single ensemble. The variance method optimizes for overall error reduction, minimax focuses
on worst-case performance at each split, and cyclic minimax introduces a deterministic feature selection
process. This diversity in the splitting criteria aims to mitigate feature importance bias present in standard
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random forests and enhance ensemble diversity beyond what is typically achieved through bootstrapping
and random feature subset selection (Friedman, 2001).

The weighted aggregation scheme, based on the reciprocal of each tree’s training RMSE, addresses the
limitation that not all trees in the ensemble are equally reliable or informative. This adaptive ensemble
aggregation allows the model to adjust to the varying quality of its constituent trees, potentially leading to
more robust predictions. These modifications are primarily motivated by addressing limitations of standard
random forests: feature importance bias, limited ensemble diversity, and non-adaptive aggregation. By
introducing varied perspectives on feature importance, adding layers of diversification, and allowing for
adaptive weighting, our approach aims to create a more flexible and robust ensemble.

B.4 Heterogeneous splitting

We also develop heterogeneous splitting strategies based on our findings. The heterogeneous splitting
strategy in decision trees involves using different error metrics (splitting criteria) at various depths, unlike
the homogeneous strategy that uses the same metric throughout. This approach allows flexibility and ad-
aptability, essential for handling complex datasets where different regions of the input space may benefit
from different strategies. Early splits might use variance reduction for effective data division, while deeper
splits could switch to minimax to minimize worst-case errors, enhancing model robustness against outliers
and reducing overfitting risks; alternatively we can also alternate between VarianceSplit and MinimaxSplit
to control errors (Figure 6). Additionally, strategies like cyclic MinimaxSplit leverage periodic features,
potentially improving performance in time series or cyclic data. This tailored approach adapts the splitting
criterion based on depth, potentially leading to more accurate and effective splits as different tree levels
might require different considerations. In fact, the minimax/variance alternating strategy with L2 norm
(RMSE=0.112334) further improves the lowest RMSE compared to a homogeneous splitting criteria. Con-
sequently, a heterogeneous strategy can lead to more accurate and robust models by optimally addressing
the unique characteristics of the data at each level of the tree, making it particularly beneficial in complex
datasets with variable distributions.

C Algorithms
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Figure 6: The noiseless image, noisy image and denoised images using different kinds of heterogeneous split-
ting strategies for a single tree with a max depth of 10. There are four different strategies: (1) var→minimax:
we complete 5 layers with VarianceSplit, followed by 5 layers with MinimaxSplit; (2) minimax→var: we com-
plete 5 layers with MinimaxSplit, followed by 5 layers with VarianceSplit; (3) minimax/variance: we apply
VarianceSplit in the odd layers and MinimaxSplit in the even layers alternatively; (4) variance/minimax: we
apply MinimaxSplit in the odd layers and VarianceSplit in the even layers alternatively.

Algorithm 1 Weighted Random Forest with Multiple Splitting Criteria

Require: Training data (X, Y ), number of trees N , minimum samples to split, maximum depth, error
method, loss norm, use weights flag

Ensure: Trained Random Forest model
1: Initialize N decision trees with specified parameters
2: for i = 1 to N do
3: Set tree’s cyclic padding to i
4: Create bootstrap sample (Xi, Yi) from (X,Y )
5: Train tree using VarianceSplit, MinimaxSplit or CyclicMinimaxSplit
6: if use weights is True then
7: Predict on (Xi, Yi) and calculate RMSE
8: Set tree weight wi = 1/RMSE (when we set equal weights this becomes the regular random forest)
9: end if

10: end for
11: if use weights is True then
12: Normalize weights: wi = wi/

∑N
j=1 wj

13: end if
14: function Predict(Xtest)
15: for i = 1 to N do
16: Get predictions pi from tree i on Xtest

17: end for
18: if use weights = True then return

∑N
i=1 wipi

19: elsereturn 1
N

∑N
i=1 pi

20: end if
21: end function
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Algorithm 2 Single Tree fitting with different Criteria

1: function VarianceSplit(node)
2: for each feature j do
3: Sort data points in node by feature j
4: for each potential split point do
5: Calculate MSEleft ←

∑
x∈left(yx − ȳleft)2

6: Calculate MSEright ←
∑

x∈right(yx − ȳright)2
7: Calculate total error ← MSEleft +MSEright

8: end for
9: Find split point with minimum total error (with minimal number of splitting samples)

10: end for
11: return feature and split point with overall minimum error
12: end function
13: function MinimaxSplit(node)
14: for each feature j do
15: Sort data points in node by feature j
16: for each potential split point do
17: Calculate MSEleft ←

∑
x∈left(yx − ȳleft)2

18: Calculate MSEright ←
∑

x∈right(yx − ȳright)2
19: Calculate max error ← max(MSEleft,MSEright)
20: end for
21: Find split point with minimum max error (with minimal number of splitting samples)
22: end for
23: return feature and split point with overall minimum max error
24: end function
25: function CyclicMinimaxSplit(node, depth, cyclic padding)
26: feature index ← (cyclic padding+depth) mod d
27: Sort data points in node by feature feature index
28: for each potential split point do
29: Calculate MSEleft ←

∑
x∈left(yx − ȳleft)2

30: Calculate MSEright ←
∑

x∈right(yx − ȳright)2
31: Calculate max error ← max(MSEleft,MSEright)
32: end for
33: Find split point with minimum max error (with minimal number of splitting samples)
34: return (feature index, best split point)
35: end function
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